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Abstract. We consider Laplace's equation posed in a region with a hole. The exact

location and shape of this hole is not specified a priori. Dirichlet data are specified

on the exterior boundary of the region and a Robin boundary condition holds on the

edge of the hole. The problem represents a mathematical model of an equilibrium

thermal state following a phase change process in which a denser solid has frozen out

of its less dense liquid with the formation of a void. Since the solid is more dense

that the liquid, the combined volume of frozen solid and remaining liquid is less

than that of the initial liquid (which is assumed to have filled a finite container) and

a vapor bubble or void results. Energy balance considerations impose two auxiliary

conditions to be satisfied. We establish the existence of admissible holes, i.e., voids,

for which a solution to the problem exists and, in addition, the existence of an

admissible void with minimal circumference.

1. Introduction. For most materials the densities of the solid and liquid phases

are different. When the solid phase is more dense than the liquid, as it is in most

metals, solidification results in the formation of vapor bubbles or voids. Typically

a void appears at the interface between the forming solid and the containing mold.

Wilson and Solomon [5] analyzed a simple, one-dimensional solidification problem,

with a void of this kind, that has an explicit solution. In this paper we move up

to two dimensions but simultaneously back down to a time independent problem.

We are still interested in time dependent problems, and we would like, ultimately,

to be able to create mathematical and computational models of multidimensional

solidification processes with one or more voids in which the distribution of void

space can be predicted from the model. We are unable to do this with our present

level of knowledge, but we are making a start in this direction.

In this report we consider possible final equilibrium states of a solidification pro-

cess with void formation without regard for the dynamics of the process. We formu-

late and analyze a mathematical problem based on the physically motivated discus-

sion that follows, and we establish some limited existence and uniqueness results for

solutions of the problem.
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We assume the following. A two-dimensional, bounded, simply connected, con-

vex domain, with a piecewise smooth boundary, was initially filled with liquid. A

temperature distribution, continuous in space and finally (although not necessarily

initially) constant in time, was imposed on the boundary of the domain. The freez-

ing temperature of the liquid is zero and the imposed temperature distribution takes

both positive and negative values. Thermal equilibrium has been reached and both

liquid and solid are present. The solid phase is more dense than the liquid and thus,

in addition to solid and liquid, there is a void present. Though it is questionable on

physical grounds, we assume that the void occupies a simply connected, convex set

with a smooth boundary. (Frequently a porous structure is formed as the last of the

liquid freezes. But in our problem a substantial volume of liquid remains.)

We assume that the void is filled with a tenuous vapor at a uniform, though initially

unknown, temperature. This suggests a Robin boundary condition at the boundary

of the void, and we shall assume that this is appropriate. Namely, we assume q —

h(u - u) on the boundary of the void. Here q is the heat flux into the void at its

boundary and orthogonal to the boundary; h is a heat transfer coefficient (assumed

constant); u is the (KirchofT) temperature [1, p. 11] of the adjacent solid or liquid at

the boundary of the void; and u is the temperature of the vapor in the void.

Since the system is in thermal equilibrium, the net energy flow into and out of

any fixed region of the domain must be zero. In particular, since there is no energy

source or sink within the void, the net energy flow into and out of the void must

be zero. Since we have assumed both that the void is filled with a tenuous vapor

at a uniform temperature and that a Robin boundary condition is satisfied at the

boundary of the void, this determines the temperature in the void as the integral

average of the temperature around the void.

If we assign a density to the vapor in the void, then a relation between the volume

of the solid and that of the void is easily obtained. (Since the density of the vapor

is much smaller than that of either the solid or liquid, a zero density suggests itself.)

Conservation of mass and conservation of volume give two linear relations in the

three unknown volumes (solid, liquid, and void.) If we further assume that the solid

is identified by the subdomain where the temperature is negative, then we have a

relation to be satisfied between the measure of the set occupied by void and the set

where the temperature is negative.

The problem described thus far is as follows. The potential equation is posed in

a region with a hole in it. Dirichlet data are prescribed on the outside boundary of

the domain. A Robin boundary condition (containing an initially unknown constant,

the uniform temperature of the vapor) is given at the boundary of the hole, but the

location of the hole and its size and shape are not given as part of the statement of

the problem. The temperature of the vapor is the integral average of the temperature

distribution around the boundary of the void; and finally, a linear relation between

the volume of the hole and the measure of the set where the solution function is

negative must be satisfied.

Since we have said nothing about the location of the void or how it may have come

to occupy that location, we do not expect this problem to be well posed. Indeed, it
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is easily shown that this problem is greatly underdetermined. Consider the given

domain to be a circle of radius one. Suppose that the densities of the solid and

liquid are respectively 1.25 and 1.00, and take the density of the vapor to be zero.

Suppose that the imposed temperature distribution is positive in the upper half plane,

negative in the lower half plane, and anti-symmetric about the x-axis. Then, as we

shall immediately show, choosing any smooth hole with area | that is symmetric

about the x-axis and that does not touch the outer boundary gives a solution of the

problem. It is only necessary to impose the boundary condition equal — u on the

boundary of the hole.

The resulting temperature distribution will be anti-symmetric about the x-axis,

and thus the integral average of the temperature will be zero. The apparently delicate

Robin boundary condition will be satisfied. Again, because of the symmetry, the area

of the liquid, where the temperature is positive, will equal the area of the solid, where

the temperature is negative. Because of the ratio of the solid and liquid densities,

the area of the hole must be one quarter the area of the solid. Applying standard

analytical techniques, we obtain ^ for the volumes of solid and liquid and | for the

volume of the hole. Since this was imposed a priori, we have a solution to the stated

problem.

What could possibly determine the shape and location of the hole? Under what

circumstances is it possible to determine the shape and location of the hole without

considering the evolution of the solidification process, or is this not possible? We

do not know the answers to these questions. We invite interested parties to consider

them and to propose tractable mathematical models. One physical phenomenon that

should certainly influence the shape and location of the hole is surface tension. Sur-

face tension is a monotonically decreasing function of temperature. Physical forces

minimize total free energy of a system, and the surface tension is one component of

this free energy. Taking this loosely worded observation as a suggestion, we have at-

tempted to minimize the length of the "surface," i.e., the arc length, of our void. The

example just discussed shows that even this additional constraint does not make the

problem well posed. Even for a fixed void shape, there are many possible locations

of the void along the x-axis. Minimizing surface tension may determine the shape of

the void but, if there is enough symmetry, it cannot uniquely determine the location

of the void.

For simplicity, we drastically limit the variability of the possible void shapes.

Specifically, we fix at the outset the shape of possible voids. Within mild restrictions

this shape is arbitrary, but it remains fixed. We vary the sizes and locations of possible

voids to determine "admissible voids," i.e., ones that satisfy the problem posed, and

to select voids with minimal boundary length.

2. Notation and problem formulation. We denote by £2 the two-dimensional, bound-

ed, simply connected domain of the problem. We assume that <9f2, the boundary of

Q, is piecewise C2. We are given a continuous function, /, on d£l that takes both

positive and negative values. Thus,

max / > 0, and min / < 0. (2.1)
OQ OQ
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We fix the shape of the possible voids and change their sizes and locations. The

voids are derived from a simply connected, closed, convex set V0l with center of mass

at the origin, C2 boundary, and nonempty interior. The void with center y and size

r is denoted by

Vy = {rx + y\x £ V0[} where r > 0.

To change the location of a void, we vary the value of y. To increase the volume of

the void, or the length of the boundary of the void, we increase the value of r.

The steady state temperature, u, satisfies

u = / on <9Q.

Since thermal equilibrium is assumed, and since there is no energy source or sink

within the void, we require that the net flux around the boundary of the void be zero,

/ 7T = a
Jo v; <9 >7

Thinking of u as the temperature of vapor in the void, and using the convective heat

transfer condition,
du

dr]

we obtain a relationship between u and u,

~rzz r f u(s)ds+ I t(s)ds .
(2.2)

where T, = d V', n £2 and Ti = dQ. n VJ.

If Vy is contained in Q, this reduces to

u =
ir,| + |r2|

-—-h(u-u), ondVy,

\dk\Lu(s) ds = u.

The steady state temperature, u, in Q satisfies the following boundary value prob-

lem.

An = 0 inQ\F/,

u = f on«9Q\F;, (BVP)

= h(u - u) on nO,
at]

with conditions (2.1) and (2.2). Taking into account conservation of mass and vol-

ume (under the assumption that Q was initially filled with liquid), we have:

pLm(Q) = pL VL + psVs,

m(Q) = m(V; nQ) + Vs + VL,

where pi = density of liquid, p$ = density of solid, and

Vs = volume of solid = m{u < 0},

VL = volume of liquid = m {u> 0}.
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Solving these two linear equations for a relationship between m(Fvrn£2) and Fs, gives

m(F/nQ) = 6VS, with 6 — — — I. (2.3)
Pl

We prove that for a fixed center, y, there exists an r — r(y) and a corresponding

solution, u, of (BVP) on satisfying conditions (2.2) and (2.3). The void,

Vyly>, corresponding to such a solution is called an admissible void. In a loose analogy

with nature's minimizing the total free energy, we seek to minimize the length of the

void boundary over the class of admissible voids.

3. Solution of the problem. Our principal result is that given a location, y, and

a reference void shape, Vj, there exists at least one void, Vyr, and a corresponding

solution of (BVP) satisfying (2.2) and (2.3) for that void. A second result is that

with void location unrestricted, but again with a reference void shape, there are

one or more admissible voids for which there are corresponding solutions of (BVP)

satisfying (2.2) and (2.3), and that among the admissible voids there is one for which

the minimum length of the boundary over the class of admissible voids is attained.

Theorem 3.1. Given y e Q, and a reference void shape, Vyl, there exist r(y) and

a corresponding solution, uy{x), satisfying: (BVP) with void Vy(y\ (2.2) with u =

u(y,r(y)), and (2.3) with Vyiy).

Theorem 3.2. There exists y® e H such that uyo satisfies: (BVP) with void Vyjy°\

(2.2) with u(yo,r(yo)) and (2.3) with Vy^y°\ and in addition \dV^yo) n Q| equals

minimum^gjjldVy^ n Q|.

We are interested in admissible voids at a given location. That is, we are interested

in showing that for a given void center and shape there exist r and u, a corresponding

solution of (BVP) on £2\Fvr, satisfying (2.2) and (2.3). We outline the proof of the

existence of admissible voids. For fixed y and r, given any u within certain bounds

(given below), there exists a solution of (BVP). However, this solution may not satisfy

condition (2.2). We use a fixed point argument to prove that for each y and r there

exists a pair, u and u, satisfying (BVP) and (2.2). Then for a fixed center, y, we

vary the size parameter, r. A continuity argument involving the dependence of the

solution function on the parameter r establishes the existence of an admissible void

(for which (2.3) is valid). Since we want to minimize the length of the boundary of

admissible voids, it is natural to consider the smallest admissible void.

Solving (BVP) with the additional condition (2.2) places a restriction on the pos-

sible values of u. The following lemma gives an explicit statement of this restriction.
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Lemma 3.1. Suppose that u is a classical solution of (BVP) satisfying (2.2). Then u

and u also satisfy

min f < u(x) < max / for all x in Q\ V.r,
on ~ v ' ~ on

min f <u< max f. (3.1)
on ' on

Proof. The maximum principle [4] implies

Suppose

min u, min f I < u < max u, max f
1 on J ~ ~ V on

max u = u(xo) > max /,
n y"

then u(xo) < u and Xo e dVf flQ and u > max^Q/. If u(x) < ii on a set of positive

measure on dVyr nQ, or Tt is nonempty, then

1
u >

ir,i + ir2 / M + / fJr, Jr2 .

which is a contradiction. Thus u = u on dV.r nQ and

= 0 on d V;.
dr] -

But, by the strong maximum principle, the maximum cannot occur at Xo unless u is

constant on Since u is not constant, we conclude that

«(x) < max/ for all x e Q\Kf, and u < max/.
' ~ on w " on

The argument for the minimum inequality is similar, q.e.d.

The solution, u, of (BVP) depends continuously on the parameter u. This is

established in the next lemma.

Lemma 3.2. Suppose that u is a solution of (BVP) on Q\Fvr satisfying (2.2) with u,

and v is a solution of (BVP) on Q\F,r satisfying (2.2) with v. Then

II- ^lk~(o\i;n < Iu - tf|.

Proof. Set w = u - v and apply the maximum principle to w. q.e.d.

Before considering the solution of (BVP) with conditions (2.2) and (2.3), we make

two assumptions about the solution of (BVP) given y, r, and u. When the void

does not intersect the boundary of Q, the existence of the solution of (BVP) and its

continuous dependence on y and r can be obtained by standard partial differential

equation results. The continuous dependence of the solution of ii, even when the

void intersects the boundary, follows from the lemma.

When the void does intersect the boundary, the existence and continuous depen-

dence results are not so clear; we hope to return to these questions later. For domains

with a fixed void intersecting the boundary, the boundary of the domain Q\F is not

smooth. See [2] and [3] for conditions on such boundaries to guarantee weak solutions

of (BVP). Since our focus is the existence of solutions of (BVP) with the additional
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conditions (2.2) and (2.3), we will take existence and continuous dependence results

of solutions of (BVP) as assumptions.

For convenience we assume the existence of classical solutions here, but we could

consider weak W2'p solutions. Thus we make the following assumptions:

(Al) Given y in Q, r > 0, and u satisfying condition (3.1), there exists a unique

classical solution u = uy^ril of (BVP).

(A2) Given y in Q, r > 0, and u satisfying condition (3.1), the unique solution u

depends continuously on the center, y, and on the size, r, of the void Vyr, i.e., given

jo and ro, for each e > 0, there exists S > 0 such that \y - yo\ < S and \r - r0| < <5

implies

|Uyj(x) - Uy0,r0(x)\ < e for all x in Q\Vyr n Q\Vyro
y o •

Now we begin the proof of the existence of admissible voids. The first step is to

establish the existence of solutions of (BVP) satisfying (2.2).

Proposition 3.3. Given a void Vyr, there exist unique u - u{y,r) and u(x) = uyj{x)

satisfying (BVP) and condition (2.2).

Proof. Given u satisfying condition (3.1), which is a necessary condition for solv-

ing (BVP) by Lemma 3.1, there exists a solution, u, of (BVP) on Q.\Vy by assumption

(Al). The solution depends continuously on u by Lemma 3.2. Define a map,

g(y,r,-

by

min /, max /
DO. d£l

R

g(y, r, u) h+iJ r, J r.
/ u,

|r,| + |r2|

where u is the solution of (BVP) corresponding to u. Note that

g(y, r, max/) < 0 and g(y, r, min /) > 0.

Define

u(y,r) = sup{v|g()>,r,t>) > 0}.

From assumption (A2) and Lemma 3.2, g is a continuous function of y,r, and u.

Then

g{y,r,u(y,r)) = 0,

and u(y,r) and its corresponding solution, u, satisfy (BVP) and condition (2.2).

To show uniqueness, suppose u and v satisfy (BVP) on with u and v, re-

spectively. Set w — u - v, then w satisfies:

Aw = 0 in Ira7;,

w = 0, on ()Q\Vy,

— tt~" = h(w — (u - v)) on d VJ n Q,
or)

it — v = IT, , ' IT^ , / w . (3.2)
Ur, .

1

|r,|T|r2|
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Suppose the maximum of w occurs at xo. Then xo € Tj. By the strong maximum

principle, unless w is constant,

dw , ,
0 < —— = -h(w — (u - v)) at xo,

or)

w(x$) <u —v. (3.3)

which implies,

But we also have (3.2),

u - v < max= w(xq),

which leads to a contradiction of (3.3). Thus we can conclude w = 0 on Q\F,r, giving

the desired uniqueness result, q.e.d.

To prove the existence of the smallest admissible void at y, we will be varying r

and we need to know how u(y, r) depends on y and r.

Lemma 3.4. The function u(y,r) from Proposition 3.3 is a continuous function of

{y,r).

Proof. First we show that the function u(y,r) is a lower semicontinuous function

of y and r. Fix u = u(yo,ro). For this fixed yo and r0, g is continuous in u, g = 0

only at u, g is positive to the left of u, and g is negative to the right of u.

For e > 0, there exists uq such that u - e < uq < u and g(yo, ro, uq) > 0. There

exists S > 0 such that |y - y$\ < S and |r - r0| < 6 implies g(y,r,uo) > 0 and

Wo < &{y,r). Thus we obtain the lower semicontinuity inequality,

u{yo,ro)< liminf u{y,r).
y->yo,r->r0

We now show that u is also upper semicontinuous, which will establish that it is

a continuous function. For £ > 0, there exists U\ such that u < U\ < u + e. Then we

know that g(yo, ro, ui) < 0. There exists S > 0 such that |y - yo| < S and |r - r0\ < 5

implies g(y,r,U\) < 0, and u{y,r) < U\ < u + e. We conclude

limsup u{y,r) < u{y0,r0),
y-*yos—>i~o

and thus u is upper semicontinuous. q.e.d.

This continuity result on u is important since it guarantees that condition (2.2)

will be valid as we vary r to satisfy condition (2.3). For varying the size parameter r

and checking condition (2.3), we want to know how the volume of solid region varies

with r.

Lemma 3.5. The function m{uyj < 0}, where uVJ is the solution of (BVP) with void

Vr, is a continuous function of y and r.

Proof. Fix y0 and r0. Then we have

|m{uyj < 0} - m{yyoJo < 0}| < m({uyoJo > 0} n {uyj < 0})

+ m({uyo,r0 < 0} n {uy r > 0}) + o(l),

where o( 1) represents the measure of the difference of the domains of the two func-

tions and o(l) —> 0 as y —► yo and r —> ro. Since m,,0/0 is harmonic and not identically
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zero, for any e > 0 there exists ?/ > 0, such that m{\uy^ra\ < rj} < f. By assump-

tion (A2), there exists d\ > 0, such that |y - yol < and |r - /'o| < Si guarantee

Iuy,r - Uy0,r0\ < *1 on the intersection of their domains. This implies

{uyoso — ^ {Uy,r < 0} is contained in {0 < uyo,r0

and

{uy0,r0 < 0} n {uyj > 0} is contained in {-rj < wVo/0 < 0}.

Let e > 0. By choosing t] sufficiently small, we can have m{\uyoJo\ <?/}<§, and by

choosing y and r sufficiently close to yo> ro, we can have o(l) < §. Thus we have

|m{uy,r < 0} - m{uyOtr0 < 0}| < m{\uyo,ro\ < rj} + o{ 1) < e,

for y and r sufficiently close to yo, r0. q.e.d.

For the last step in the proof of the existence of admissible voids, we consider

solutions of (BVP) with (2.2) and impose the additional condition (2.3). We now

restate our main result and present its proof.

Theorem 3.1. Given y e Q, and a reference void shape, Vyl, there exist r(y) and

a corresponding solution, uy(x), satisfying: (BVP) with void Vyr, (2.2) with u —

u(y,r(y)), and (2.3) with r(y).

Proof. For any r > 0, such that \\r intersects O, Proposition 3.3 guarantees the

existence of a unique u(y, r) and a corresponding solution wvv satisfying (BVP) and

(2.2). By Lemma 3.5, the function m{uVJ < 0} is a continuous function of y and r.

The function m{ Vr} is also a continuous function of y and r. We define

r(y) - sup{r{\m(Vyr) < 8m{uyir < 0}, for all 0 < r <

Then, by the continuity properties previously discussed, uy^y) is a solution of (BVP)

with void Vyiy\ satisfying (2.2) with u(y,r(y)) and condition (2.3) on m(Vj{y) nfl).

q.e.d.
For a fixed center y, we have established the existence of an admissible void. Our

last step is to minimize the length of the boundary of the admissible voids as we vary

location of the centers. Since the length of the void boundary depends on the size

parameter function, r(y), it is crucial to know how r(y) varies as a function of y.

Lemma 3.6. The function r(y):Cl —> (0, oo) is a lower semicontinuous function of y.

Proof. Define a function, s(y, r), on Q x (0, oo) by

5(y,r) = | Vy\ - 6m{yyj < 0}.

Note that 5 is a continuous function of y and r by Lemma 3.5. Fix y0 and e > 0.

There exist positive numbers, r, and >/, such that

r{yo) ~ £ < ri < r(yo) and s(r,y0)<-rj for all 0 < r < r\.

There exists S > 0 such that

\y-y0\<S implies |j(y0,'")-5(^,01 < | for all 0 < r < r,. (3.4)

Using (3.4), we obtain

rj
s{y, r) < —— for all 0 < r < rx and |y - yo\ < S.
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We conclude that

r(y0) - e < r, < r{y) for \y - y0| < r(y0) < lim inf r(y),
v—.i'o

which is the condition for lower semi-continuity, q.e.d.

Finally, among the class of admissible voids there exists at least one with minimum

boundary length.

Theorem 3.2. There exists yo € Q and a void Vy^'0> such that uyo satisfies (BVP)

with (2.2) and (2.3), and |dVyr0(yo) nQ| = minimumve^l^ V/(y> nQ|.

Proof. The function \d VvrnQ| is continuous in y and both continuous and increas-

ing in r. The function r(y) is lower semicontinuous in y. Therefore the composite

function \d Vyiy> n fl| is lower semicontinuous in y. Q is closed and bounded in R2,

and a lower semicontinuous function on a compact set attains its minimum, q.e.d.
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