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Abstract. Certain continuity properties of the spectra of linear autonomous differen-
tial-difference equations which depend on a parameter are developed. These results are
used to obtain a practical criterion for determination of the exponential stability of these
systems.

Introduction. In this paper a problem arising from the study of linear differential
difference equations is considered. Suppose we are given an ^-dimensional family of
differential difference equations of the type

d_
dt x(t) - S Bjx(t — ahj) = £ Ajx(t ~ ahj), a > 0, (0.1)

7=1

where 0 = h0 < h, < h2 < • • • < hm are fixed constants. We ask the questions: "In what
manner do the stability properties of (0.1) depend on a change in a? In particular, if (0.1)
is asymptotically stable for a = 0, how large can we take a and still preserve this
property?"

In the case where Bj = 0 for all j, i.e. the retarded case, the answer to this last question
is quite easily given. In this case the roots of the characteristic equation (see e.g. [5]),
although infinite in number, possess a continuity property which allows one to determine
or at least approximate the size of the largest q for which a e [0, q) guarantees that the
corresponding system (0.1) is asymptotically stable. If Bj ^ 0 for some j, the above
questions become more difficult. The procedure used in this paper to study these questions
may be outlined as follows. For each a in [0, °o) we define a(a) = sup Re{s: ^ is in the point
spectrum of (0.1)}. Then for a > 0 we can prove that a (a) is continuous. In the retarded
case a(a) is also continuous at a = 0. In the general case a(a) is continuous at a = 0 for a
particular class of systems which contains the uniformly exponentially stable systems.
Thus classes of systems (0.1) for which c(a) is continuous on [0, °°) provide us with a
method of determining whether for a given a„ the system is uniformly asymptotically
stable. For if <r(0) 0 and q?o [0, q\ where q is the smallest number which satisfies (t(cv)
= 0, then a(a0) < 0. But from the general theory of retarded and neutral functional
equations (see e.g. [6] and [7] we know that <r(a0) < guarantees that for the value a0
(0.1) is uniformly exponentially stable.

The idea of studying stability though examination of the manner in which the point
spectrum of (0.1) varies as a varies is similar to the method of D-partitions used to study
the stability of retarded linear systems. A good outline of this method can be found in [5,

Received September 8. 1977.



280 R. DATK.O

p. 132]. The results in this paper are an outgrowth of a report [4] on the stabilization of
linear functional differential equations. In particular, Theorems 2.2 and 2.3 represent a
considerable extension of the work reported there.

1. Preliminaries.
Notation. 1. The symbols Bj,j= 1, • • • m and Aj,j = 0,\,---m will denote specific

complex n X n matrices, / will denote the n X n identity matrix. The norm, | B |, of any n X
n matrix B = {bu} will be defined to be supu {|btJ |}. An n X n real or complex matrix B
will be said to be Hurwitzian if the real parts of its eigenvalues all lie in a half plane Re z <
—/?, > 0. The Euclidean norm of any complex w-vector x will be denoted by \x \.

2. X will stand for the Banach space of all continuous mappings from an interval [-h,
0] into Rn, the Euclidean «-space. The norm X is given by | </> | = {sup | $(/) |: / £ [~h, 0]}.

3. R+ will denote the nonnegative half line [0, °°). The complex plane will be denoted
by C. An infinite vertical strip in the complex plane of the form {s: a < Re s < b) will be
denoted by (a, b). If the strip is closed, i.e. we consider js: a < Re ^ < b), we write [a, b]. If
b = + co, the strip is called a right half plane (open or closed as the case may be), if a = —
co, a left half plane.

Although we shall also use (a, b) and [a, b] for open and closed intervals of R\ we
believe no confusion will arise since the context will indicate whether we are considering a
vertical strip or an interval. The reason for the above notation for vertical strips in the
complex plane is that it is common usage in much of the work involving almost periodic
functions (see e.g. [1]).

4. Let Q(s) be an n X n complex matrix dependent on the complex variable 5. We
define a(Q) = sup (Re s: det ((?(.y)) = 0}, if det(£?(s)) / 0 for at least one finite value of s. If
det((?(j)) ^ 0 for all finite 5 we define a(Q) = — °o. In either case we shall, from now on,
refer to a(Q) as the spectral limit of the matrix function Q.

2. The parametric dependence of the spectral limit of certain matrix functions.
Let a be in R+ and

0 = h0 < ht < ■ ■ • < hm = h. (2.1)

Consider the matrix function

Fa(s) = (2.2)si — ^ Aj exp (-ashj)
J-0

Theorem 2.1. For each a in R+ <r{Fa) is finite and defines a continuous function as a
varies.

Proof, (i) It can be shown (see e.g. [6]) from the general theory of autonomous
functional differential equations that for each a in R+ det(F„(j)) = 0 has a solution in C
and that a (Fa) < °o for each a. (ii) Proof of continuity. Again from the general theory of
functional differential equations, it is known that given a0 in R+ there exists s0 in C such
that det(F„o(j)) = 0 and a(F„o) = Re sB. Suppose \an) C R+ tends to a0. By Hurwitz'
theorem [8] there exists {j„} C C such that tends to s0 and for each n det Fan(sn) = 0.
Since, by definition, Re sn < (j{Far^jt follows that Hrn <r(Fa J > Re s0 = ff(f„J.

We shall now demonstrate that lim cr(Fan) < <r(Fao) and thus prove continuity at a0 and
hence, since a0 is arbitrary, continuity on R+. The demonstration is by contradiction.

Suppose there exists e0 > 0 and a subsequence {«„} (£_ {«„} such that for all aQ cr(Faq) >
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a(Fa„) + e0. We may also assume without loss that all aQ satisfy

a0 - (t0/2) < aQ < a0 + (e0/2).

Let

(a° - j) ff(«o )hj > | j | and Re s > s0 + ~Lj = i£C:2 £ \Aj \ exp
^ j=0

Let St > <r(a0) + 2e0 be such that
m

si > 2 My I exp [—Ji(a0 - (t0/2))hj]
]= 0

and define

L2 — |j £ C: Re j < Ji}.

If K = Lx n L2, then K is compact and by our construction all the zeros of det FUq(s) = 0
with Re s > s0 + e0/2 must lie in K. Thus to each index aQ there corresponds at least one
point sq in K such that det Faq(sQ) = 0. Moreover, on K it is trivial to prove, since {«„} tends
to a0, that {det Fa<i(s)} converges uniformly to det FUo(s). Thus let {jr} C {•?«} be a
convergent subsequence with limit ^2- Then it follows that Re s2 ^ o(Fa J + tj2 and

lim det FUr(sr) = 0 = det Fao(s2).
)—> CO

But then <j(Fao) > Re s2 > aF(a0) + tj2, which is impossible. This contradiction proves
that lim <rF(an) < <r(Fao) < lim F(a0) and hence that ct(Fa) is continuous at a0 and
consequently on R+.

We next wish to consider matrix functions of the type

Ga(s) = s[I - Bj exp (-ashj)j - exP (~ashj), a £ R+. (2.3)
x j- 1 ' j = 0

The continuity of a(Ga) is a more difficult problem for these functions and will require
some preliminary lemmas. First let us define the sequence of points {a>„} C R+ as follows.
Let

hi = a>i < w2 < • • • co„ <

where, for each n, is a linear combination of the form

un = nJu + n2h2 + • • • + nmhm (2 A)

witn rij, 1 < j < m, either zero or a positive integer.
Lemma 2.1. Assume {Hj\ is a sequence of real n X n matrices such that for some <5, £^=1™
| Hj | exp (—§ci>j) < oo. Let a0 > 0 and rj > 0. Define

CD

Aa(s) = si - £ Hj exp(—(mo,) (2.5)
J= 1

and assume that

(c° \ 5
si - 2 Hj exp( (XqSo)j) ) = — + J]. (2.6)

j=i ' <*o

Then a(Aa) is continuous at a0.
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Proof. We shall restrict ourselves to neighborhoods of a0 depending upon whether 5 <
0, b = 0 or 5 > 0.

(i) If 8 < 0 we consider only those a for which \a0 — a \ < a02??/2 |<51.
(ii) If 5 = 0 all a > 0 will suffice.
(iii) If 5 > 0 we consider only a such that a > a0/2 and |a0 — a \ < a02rj/48.

We do this to ensure that for this range of a i°° I Hj I exp(—aa^ Re s) < °° if Re s >
(5/a0) + (ij/2).

Proceeding as in the proof of Theorem 2.1, we can show using Hurwitz' theorem [8]
that if a0 = limn-,co an then lim cr(Aan) > o(Aaii). We then show that lim a(Aa ) < a(A„J by
assuming the contrary. By our restrictions on a we know that det[^/ — Hj exp
(—aojji)] converges absolutely if Re s > (8/a0) + (y/2). Thus if lim a(Aan) > (j(AaJ we can
argue, as was done in proving Theorem 2.1, that there exists e0 > 0 and a compact set K C
C such that K C {■?'• Re 5 > (<5/a0) + V + («o/2)} and det[52/ — ̂ -1°° Hj exp( —a0oj;j2)] = 0
for some s2 in K. This is a contradiction. Hence TTrn a(Aan) < (j(Aao) < hm <r(Aan), which
proves the continuity of a(Aa) at a0.

The next lemma is a modification of Rouche's theorem [8]. It is stated without proof,
since its proof is basically the same as that of the original (see e.g. [8]).
Lemma 2.2. For each X £ [0, 1] let f(s, X) and (8f/ds){s, X) be analytic is s in some
region G of the complex plane and uniformly continuous on G X [0, 1], Let J be a closed
Jordan curve contained in G such that \f(s, X) | > e > 0 for (.y, X) £ J X [0, 1], Then,
inside of J, f(s, 0) and f(s, 1) have the same number of zeroes counting their multiplicities.

Let
m

B(s) = I - 2 Bje\p(-shj). (2.7)
i= i

Observe that B(s) is an almost-periodic analytic matrix function. One property of such
functions is that if | B{s) \ is uniformly bounded on an open vertical strip (^0 — 8, s0 + 5), 8
> 0, and if € > 0 is given there exists 1(e) such that every open interval of length /(e)
contains a point t such that j B(s) — B(s + it) | < £ for all x £ (s0 — 5, s0 + 8) (see e.g. [ 1, pp.
141-143]). This in turn implies the existence of a sequence {t„} such that 1 + rn < rn + l for
all n and such that

| B(s) - B{s + hn) | < e (2.8)

for all n and all 5 £ {s0 — <5, s0 + 8).
Let

m

= £ Aj exp(-shj) (2.9)
j = 0

and

G(s) = B(s) ~ jA(s) . (2.10)

Lemma 2.3. If j0 + i~r<> is a zero of det B(s), then for any 5 > 0 the open vertical strip (s0 ~ 8,
+ 8) contains an infinite number of zeros of both det B{s) and det G(s).
Proof. We shall first show that (50 — 8, s0 + 8) contains an infinite number of zeros of

det B{s). Since det B(s) is a nonzero entire function in the complex plane we can find r/ such
that 0 < ?? < 8/2 and j? < I, and an e > 0 such that | det B(s) | > e on the circle | j„ + ;V0 —
z | = jj. Also, because det B(s) is a uniformly bounded almost periodic function on (s0 ~ 8,
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j0 + 5), there exists a sequence of real numbers {t„} such that 1 < r1( r„ + 1 < r„+1 for all n
and for all n and j £ (j0 — 5, j0 + <5)

| det B(s + irn) — det fi(j) | < t/4.

We claim that in each disc of the form

K(s0 + i(r0 + t„),i;) = {j: |j0 + /(r0 + r„) - J | < y] (2.11)

there is a zero of det B(s).
Suppose the contrary. Then for some n and all j £ ^(Jo + 'V0 + rn),ri) g.l.b. | det B(s) |

= m > 0 where, m < e/4. From the theory of complex variables it follows that | det B(s) |
attains its minimum value at some point Jj on the boundary of A^(j0 + /(t0 + But by
our construction j, must be of the form jt = j + hn where | j — (j0 + /r0) | = t). We then
obtain the inequality

e < | det B(s) \ < | det B(s + hn) — det B(s) \ + \ det B(s + hn) \

* \ ^ | •

which is a contradiction. Hence det B(s) has at least one zero in A^(j0 + ;'(r0 + This
proves the first conclusion of the lemma.

To prove that det G(j) has an infinite number of zeros in (j„ — 5, s0 + 5), observe that
for n sufficiently large | det (B(s) — (X/s)/l(j)) | > £/4 uniformly for £ e [0, 1] if s £ {j:
| j0 +i(To + Tn) — j | = r]}. Thus by Lemma 2.2 det B{s) and G(s) have the same number of
zeros in the disc A"(j0 + i(r0 + rn),7j) if n is sufficiently large. This completes the proof of
the lemma.

The formal Dirichlet series obtained by inversion of B(s) in (2.7) is of the form
CO

B'1(s) ~ I + J] Hj exp(—ujs) (2.12)
j-1

where are defined by (2.4). The wiggle in (2.12) denotes the Fourier representation of
B l(s) (see e.g. [1]). However, in any closed right half plane of the complex plane in which
det (#(j)) has no zeros this convergence is absolute in the sense that

oo

| *(j) | < 1 + ^ \Hj | exp(-«y Re j) > °° .
j'i

This statement is the content of the following lemma.
Lemma 2.4. The Dirichlet series of B \s) given by (2.12) converges absolutely in any
closed right half plane in which B ^s) is uniformly bounded. Hence if (j„, °°) is free of
zeros of det B(s), then given any e > 0, B l(s) converges absolutely in [j0 + t, °°).

Proof. It is shown in [3] that the sequence {«,} defined by (2.4) has the property that
lim^co (In «/w„) = 0. Since un > 0 for all n, a result due to Bohr [2] states that under these
conditions the Dirichlet series of B~\s) converges absolutely in any closed right half plane
in which it is uniformly bounded. This proves the lemma.
Lemma 2.5. Let a > 0. Then the set of zeros of

det Ba(s) = det 1 ~ Yj Bj exp{-ashj) (2.13)

if they exist, is the set of zeros of \s0n/a) where {j0"} is the set of zeros of det B(s).
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Conversely, if {■?„"} denotes the set of zeros of (2.13) then the set of zeros of det B(s), {s0n},
satisfies for each n the relation

Proof. The proof is obtained by direct substitution.
Theorem 2.2. The matrix function

Ga(s) = s[l- J) Bj exp(-ashj)) - £ Aj exp(-ashj)

(2.14)

(2.15)

has a spectral limit function <r(Ga) which is continuous on (0, °°).
Proof. To prove this theorem we shall show that <r(Ga) is continuous at an arbitrary

point a0 in (0, °°). Thus let a0 > 0 be fixed. Notice that one consequence of Lemmas 2.3
and 2.5 is that <j(Gao) > a(B)/a0. We consider two cases: (i) a(GUo) > cr(B)/a0 or (ii) a(Ga )
= a(B)/a0.

Case (i). There exist 50 > 0 such that <r(Ga) = (a(B)/a0) + <50. Hence by Lemma 2.4 the
Dirichlet series

I ~ Yj Bj exp(-aoshj) = / + jc Hj exp(-a0uhs) (2.16)

converges absolutely in the closed half plane [(a(B)/a0) + (50/2), co). Furthermore, det
Ga0(s) = 0 has solutions in this closed half plane. Thus ff(Gao) is determined by the
expression

/ - ^ Bj exp( -a0hjS
i- i

= si - ( £ Aj exp(-a»yh}))[l + £ Hk exp(-a0wft5)

G<*0(s)

£) Hk exp(-a0ajftj) = Aao(s) , (2.17)
k = 1

where AOo(.v) is absolutely convergent in the half plane [(a(B)/a0) + (50/2), <»). Thus if
a > 0,

si ~ A0 - ^ Hk exp{-auks) = Aa{s) (2.18)
fe = i

is absolutely convergent in the half plane

a, (a(B) . (2.]9)
_ a \ a0 2 / /

Also notice that det /la(j), a > 0, can have at most a finite number of zeros in the right half
plane (2.19). This is because in the closed right half plane (2.19) | det ^a(i) | tends to
infinity as | j | tends to infinity. We also know that by assumption det Aals) has at least
one zero in the plane [(<j(B)/a0) + (50/2), c0). Hence by Lemma 2.1 a(Aa) is continuous at
a0. Let Ba be defined by (2.13) and notice that by (2.14) a(B„) = a(Bx)/a if a > 0. Hence
a(Ba) is continuous on (0, °o). Thus it follows that for a sufficiently close to a0 a(Ga) =
<j(Aa). Hence

lim <r(Ga) = lim a(Aa) = a(AaJ, (2.20)
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which proves continuity if a(G„o) > a(Ba ).
Case (ii). Assume cr(Gao) = a(Bao). Again by (2.14) we know that cr(£„) is continuous at

a0- Thus if \an) tends to a0, lim a(Ga) > a(Bao) = lima_ao a(Ba).
Assume lim <r(Ga) > (r(GaJ. Then there exists e0 > 0 such that

o(G<*a) + Co ̂  lim

But then in the closed half plane [a(Bao) + «0/2, °°) Eqs. (2.16) and (2.18) converge
absolutely, and using (2.19) we see that for a sufficiently close to a0 (2.18) converges
absolutely in the half plane [<r(flao) + (e0/2), °°). Since lim tr(G„ ) > o(Bao) + e0, det Aan(s)
= 0 has a solution in the closed half space [v{Bao) + fe0,00) for an infinite number of an.

Again applying the arguments used in proving Theorem 2.1, we can find a compact set
K G M#<*0) + !«o, 00) such that for some ^ G K det Aaj^s,) = 0. But this leads to the
contradiction

a(Ba0) + i £0 ff(G„0) + | e„ ^ Re < <r(Ga0).

Hence lim <j(Gan) < a(Gao) < Ijni a(GaJ, which proves continuity at a0.
Example. In general, matrix functions of the type considered in Theorem 2.2 do not

possess the property that o(Ga) is continuous at a = 0. The following example illustrates
this. Let

Ga(s) = {s + 1)^1 + |exp(-a ~ s^j - |exp(-a7T5)^ •

For a = 0 <r(G0) = 1. For a / 0, Ga{2i/a) = 0 and Ga(s) 4- 0 for Re 5 > 0. Hence for a ^ 0
a(Ga) = 0.

The following theorem states a condition which guarantees a{Ga) is continuous at
a = 0.
Theorem 2.3. If

det
rri

1 ~ Z Bjexp(-shj) = 0

has all roots lying in some left half plane (-°°, -/30]> Po > 0, then o(Ga) is continuous at
a = 0.

Proof. Observe that if a > 0 then by (2.14) and the hypothesis of the theorem rr(Ba) <
—/3o/a. Consequently

lim ff(Ba) = -ao. (2.21)
a-*0 +

If Re 5 > —/30/2a we use (2.17) to obtain

/ - Bj exp(—ashj)J — ^ Aj exp(-ashj)
i= i 1 j=o

si — A0 - 2 Hj exp(-aswj)
j-i

/- X Bjexp(-ashj)
j = i

= Aa(s)Ba(s) = Ga(s).
(2.22)
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Because of (2.21) and (2.22) we see that on compact sets, K, in the complex plane

lim Aa(s)Ba(s) = (sI-Ao- Z h) (i ~ £ b)
a—0 \ j~\ ' \ j = l '

= s(l- £ b) - £ Aj (2.23)
X j-l / J-0

and that this limit holds uniformly on K.
Using our version of Rouche's theorem (Lemma 2.2), (2.22) and (2.23), we conclude

that if {«„}, an > 0 for all n, tends to zero there exists, for n sufficiently large, {j„} in C such
that det^an(i„) = 0, Resn/an > — @0/2 and lim„^„ Rej„ = a(G0). Hence for« sufficiently
large a{Gaj = <r(AaJ and ljm <x(G„n) = [im v(AaJ > a(G0).

If we assume that lim <T(AaJ > a(G0) we can repeat the type of argument used in the
proofs of Theorem 2.1 and Lemma 2.1 to construct a compact set K C C such that inff Re
s: s £ K] > a(G0) and such that for some jj £ K det[^i(/ - im Bj) - ^A = 0-
This contradiction proves that

lim cr(AaJ < a(G0) < fim <r(Aan)

and hence, since c(GaJ = <r(Aan) for an sufficiently small, that a(Ga) is continuous at
a =0.

Remark 2.1. If <r(Ga) is determined by <r(Aa), there exists 50 such that Re s0 = <j(Ga).
This is a consequence of the fact that in any right half plane in which /4a(.y) is analytic, det
/4a(^) = 0 can have at most a finite number of roots.
Corollary to Theorem 2.3. The family

d m
-r [x(t) - Bx{t - ahm)] = £ Ajx(t - ahj), a>0 (2.24)
Wt j = o

of differential-difference equations gives rise to a family of matrix functions \Ga(s)} such
that c(Ga) is continuous for all a (E [0, <*>) if det (XI — B) = 0 has all roots in the disc | A |
< 1, i.e. | (7(0) | < 1.

Proof. The point spectrum of (2.24) (see e.g. [6]) is obtained from the solutions of

= 0,det s(I - B e\p(-ashm)) - £ Aj exp(-ashm)
L j-o

i.e. deta(G„(i')) = 0. By Theorem 2.2 <r(Ga) is continuous for a > 0. The hypothesis of the
corollary states that a(B^) = In | <r(B) | < 0 if a(B) ^ 0 and criB^ = — if a(B) = 0.

Definition 2.1. An interval [a, b) in R+ is an interval of exponential stability for the
family of retarded differential-difference equations defined in R" by

d m
tW0)= Z Ajx(t - ahj), (2.25)
ai j = 0

if (2.25) is exponentially stable for all a in [a, b).
Similarly an interval [a, b) in R+ is an interval of uniform exponential stability for the

family of neutral differential-difference equations defined in Rn by

d_
dt

rn rn

x(t) - £ Bjx(t — ahj) = £ Ajx(t-ahj), (2.26)
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if (2.26) is uniformly exponentially stable for all a in [a, b).
Theorem 2.4. If on [a, b) a(Fa) < 0 for every member of the family (2.25), then [a, b) is an
interval of exponential stability for the family (2.25).

Proof. The proof is a consequence of the general theory of functional differential
equations [6], since <r(Fa) < 0 is a necessary and sufficient condition for a linear au-
tonomous retarded functional differential equation to be exponentially stable.

Definition 2.2. A neutral differential-difference equation of the type (2.26) is said to be
uniformly exponentially stable if there exists /3(a) > 0 such that for a fixed all solutions
satisfy an inequality of the form

| xa(t, </>) | < M exp(~l3(a)t) 10 |, / > 0,

where <f>: [~ahm, 0] —> Rn is continuous,

\(f>\ = sup {|<t>{t) |: t G 0]},
and

xa(t, 0) = 0(0 on [~ahm, 0].

Theorem 2.5. If cr(Ga) < 0 on [a, b), then every member of the family (2.26) is uniformly
exponentially stable.

Proof. The proof of this statement is due to D. Henry [7],

3. Some applications. I n this section we shall apply the results of Sec. 2 to show how
the exponential stability of autonomous retarded and neutral differential-difference equa-
tions can sometimes be inferred from a knowledge that related ordinary differential
equations are exponentially stable. The first result of this section is a consequence of
Theorem 2.1 and properties of linear retarded functional differential equations.
Theorem 3.1. Let

m

Fa{s) = si - ^ Aj exp{-ashj) (3.1)
1-0

and assume t{F0) < 0. Then there exists a maximal interval [0, q), q > 0, such that <r{Fa) <
0 on [0, q) and hence for all a on this interval (2.25) is exponentially stable. If q < <*>,
= 0 and system (2.25) has a periodic solution for a = q.

Proof. Since, by Theorem 2.1, c(Fa) is a continuous real-valued function on R+ and
<t(F0) < 0 it follows that there exists a largest relatively open connected set in R + , [0, q), q
> 0, such that o{F\0iQ)) C ( — 00, 0). By Theorem 2.4 this implies that every member of
(2.25) with a [0, q) is exponentially stable. If q < °°, then by the maximal property of
the interval [0, q) it follows that a(FQ) = 0. But for linear autonomous retarded differential
equations it is known that a(Fa) is always the real part of a root of the det Fa(s) = 0 (see
e.g. [6]). Hence det FQ(s) = 0 has a root of the form ^ = iw, a> real. Again from the theory
of functional differential equations [6], this implies that for a = q there exists a nontrivial
solution of (2.25) of period w.
Theorem 3.2. Assume det [/ - ^/=xm Bj exp(—jA,)] = 0 has all roots in some closed half
plane -/?<,]< 130 > 0, i.e. a(Bx) < ~(30. Let

G«(s)-j(/- Bj exp(-ashj)) — £ A} exp(-ashj) (3.2)
1-0

and assume tr(G0) < 0. Then there exists a maximal interval [0, q), q > 0, such that a(Ga) <



288 R. DATKO

0 on [0, q) and hence for all a on this interval (2.26) is uniformly exponentially stable. If q
< oo, a{Gq) = 0 and the system (2.26) has a periodic solution for a = q.

Proof. By Theorems 2.2 and 2.3 o-(Gff) is continuous on [0, °°). Hence since <r(G0) < 0
there is a largest relatively open connected set in R + , [0, q), such that a(Gl0,q)) C ( —00, 0).
By Theorem 2.5 every member of (2.26) with a £ [0, q) is uniformly exponentially stable.
If q < oo, then a(Gq) = 0. This implies, since a(Bq) < ~l30/q < 0, that <j(Gq) = ff(Aq). By
Remark 2.1 this implies that there existsw real, such that det Gq(iw) = det Aq(iu) = 0.
From the general theory of neutral functional differential equations this implies the
existence for a = q of a nontrivial periodic solution of (2.26) of period w.

The next two theorems give sufficient conditions which guarantee that (2.25) and (2.26)
are uniformly exponentially stable for all values of a.
Theorem 3.3. If Aj is Hurwitzian and

det /w/ — ^ Aj exp(-iuahj)
j-0

= 0 (3.3)

has no solution for a> real and a > 0, then for all a > 0 (2.25) is exponentially stable.
Proof. The proof is an immediate consequence of Theorem 3.1 since the nonexistence

of real solutions of (3.3) guarantees a(Fa) / 0 for any a. On the other hand, ^J
being Hurwitzian guarantees that <r(F0) < 0. Hence a(Fl0,a,)) C (~00, 0), which proves the
theorem.
Theorem 3.4. If det [/ - ^; = im Bj exp(-5/;;)] = 0 has all solutions in (—°°, — 0O], 0o > 0, (/
— = Bj)'1 2;-om Aj is Hurwitzian and det (/a(/co) ^ 0 for all a, w > 0, then (2.26) is
uniformly exponentially stable for all a > 0.

Proof. The first condition of the theorem guarantees, because of Theorems 2.2 and 2.3,
that cr(Ga) is continuous on [0, c°). The second condition states that <r(G0) < 0 and the
third that a(GQ) ^ 0 for any q in R +. Hence by Theorem 3.2 the system (2.26) is uniformly
exponentially stable for all a > 0.

Example 3.1. Let

A o =

and

A, =

0

0 1
-1 0

Consider the family of delay differential equations of the form

x(t) = AtfU) + Arfit - h). (3.4)
For h = 0 (3.4) is exponentially stable. Let us compute the value of q, if it exists, for which
[0, q) is the maximal interval described in Theorem 3.3. Thus we seek w real and q > 0 such
that

det [/«/ — A0 — Ai exp(-/w</)] = 0 = (;'oj2 + 1) + exp(-2/'co^). (3.5)

Equating real and imaginary parts of (3.5), we arrive at the equations

—u2 + I = —cos 2uq, (3.6)

2w = sin 2wq. (3.7)
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It is easily verified that (3.6) and (3.7) have no common solution for real. This implies,
by Theorem 3.4, that (3.4) is exponentially stable for all nonnegative values of h.

Example 3.2. Let us alter (3.4) slightly in that we assume

~ ( q) w^ere 7 > ' •

Then (3.5) becomes

(/co + 1 )2 + r2 exp(-2iuq) = 0 .

Separating real and imaginary parts of the above equation, we obtain

a>2 — I = t2 cos2 wq, 2u = t2 sin uq .

The positive real solution of the above equations for to is

O! = t — 1 .

Then with a little manipulation we obtain

1 . 2r
q =  r tan- 1 r2 - 1

as our value for q which satisfies Theorem 3.1.
Example 3.3. Consider the neutral system which satisfies the hypotheses of Theorem

3.2:

~ [x(t) - Bx(t - h)] = Aox(t) + AXx(t - h) (3.8)

where

o). *-("J -?)• J)-
For h = 0 it can be easily verified that the system is exponentially stable, since (I - B)~l
(A0 + A^ is Hurwitzian. Furthermore, the eigenvalues of B are ± //2, and hence inside
|j | < 1. We could repeat the procedure used in Example 3.1 to seek q such that det GQ(iui)
= 0. However, this leads to an expression which required more analysis that this example
warrants. Instead let

■(!-!) (3.9)

Then (3.8) transforms into

^ WO - By{t - h)] = A<y(t) + Ay{t - h) (3.10)

where

" = (o _,/)• A'-A" ^'-(ow )•
Clearly the stability properties of (3.8) and (3.10) are the same. For (3.10) with « real we
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obtain

det G„(iu) = 0 = Ml — exp( — iooq)) + 1 — /' exp(—iuq)]

X [/'a>(l + i/' exp(-/a;g)) + 1 + i exp(-/co(7)] . (3.11)

Separating real and imaginary parts of the first factor in (3.11), we obtain

y cos + 1 = sin uq, (3.12)

sin a>q ^
— —^— = cos uq. (3.13)

From the second factor in (3.11) we obtain the equations

CO
— y cos uq + 1 = —sin ccq, (3.14)

w[l +|sinoj^] = -cos <x>q. (3.15)

After first verifying that cos q = 0 is not a solution of (3.12) and (3.13) we eliminate
to obtain

— (2 — sin co<7)(l — sin atq) = 1 — sin2co^

or sinuq = 1. But this is impossible; hence (3.12) and (3.13) have no solution for real a>.
Examining (3.14) and (3.15) we see that cos aiq = 0 is not a solution. Eliminating w

between these two equations, we obtain

2 sin2a)<7 - sin uq - 3 = 0

or sin uq = - 1, which is again impossible. Hence the system (3.10), or what is the same
(3.8), is uniformly asymptotically stable for all h > 0.

Example 3.4. Let the system be given by Eq. (3.10) where A0 and B are as in Example
3.3 but Ai is the matrix

Al= (O-T/)' T> '

Again <r(G0) is Hurwitzian and <r(B) = hence <j[I — B exp(—s)] = —In 2 < 0. Thus the
hypotheses of Theorem 3.2 are satisfied and

det Gq{iw) = 0 = [/«(1 - ^ cxp(—iu}q)J + 1 - ri exp(-iuq)

X M1 + |exp( — iuq)) + 1 + tz exp( — iu>q)] .

Equating real and imaginary parts of both factors leads to the two pairs of equations

Ct>
y cos wq + 1 = r sin wq, (3.16)

co[ 1 — |sin ojq] = t cos uq, (3.17)

and
O)

— y cos uq + 1 = —r sin toq, (3.18)
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o)[l + £sin uq] — ~t cos wq . (3.19)

Elementary calculations on (3.16)—(3.17) lead to the solutions

2r + 1 (3(r2 — 1 ))1/2 ,,„nxSln ̂  . cos "V = 2T + 1  (3'20)

and
2(3)1/2

a = (r2 - 1)1/2. (3.21)

Thus Gg(/o>) = 0 has a solution for some q < °° and &> real if t > 1. Similarly calculations
on (3.181-(3.19) yield the negative values of « and sin uq expressed by (3.20)—(3.21).

Example 3.5. As a final example we shall show that a system of the form

jt [x(t) - Bx{t - h)) = Ax(t) (3.22)

where A is Hurwitzian and a(B) < 1, i.e. <r(/ - B exp(-.s)) < 0, can satisfy the hypotheses
of Theorem 3.2 and have a maximal interval of uniform exponential stability [0, q), with q
< 00.

Consider (3.22) where

" = -! >•8 -ft 0)vo y
It is trivial to verify that the system (3.22) with A and B given above satisfy the hypotheses
of Theorem 3.2. Furthermore,

det [iu(I - B exp(-iuq)) — A] = 0

= Ml — jexp( — iuq)) + § — /][/oj( 1 — |exp( — iuq) + I + /'] .

The above equation leads to two systems of equations

- ^ sin uq + \ = 0, (3.23)

o)(l — |cos oxj) = 1, (3.24)

and

- ~ sin uq + | = 0, (3.25)

o>( 1 — 2 cos wq) = — 1. (3.26)

The solution of both sets of equations is u = 1, sin uq = 1. Thus the smallest value of q
which satisfies Theorem 3.2 is q = tr/2.
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