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ABSTRACT. The generalized Bochner-Riesz operator \( S^{R,\lambda} \) may be defined as
\[
S^{R,\lambda} f(x) = \mathcal{F}^{-1} \left[ \left(1 - \frac{\rho}{R}\right)^\lambda \hat{f}(x) \right]
\]
where \( \rho \) is an appropriate distance function and \( \mathcal{F}^{-1} \) is the inverse Fourier transform. The behavior of \( S^{R,\lambda} \) on \( L^p(\mathbb{R}^d \times \mathbb{R}) \) is described for \( \rho(\xi',\xi_{d+1}) = \max\{||\xi'||,||\xi_{d+1}||\} \), a rough distance function. We conjecture that this operator is bounded on \( \mathbb{R}^d \times \mathbb{R} \) when \( \lambda > \max\{d(\frac{1}{2} - \frac{1}{p}) - \frac{1}{d},0\} \) and \( p < 2 + \frac{6}{d-3} \), and unbounded when \( p \geq 2 + \frac{6}{d-3} \). This conjecture is verified for large ranges of \( p \).

INTRODUCTION

Let \( \mathcal{S} \) denote the space of Schwartz functions (smooth, rapidly decaying at \( \infty \)) on \( \mathbb{R}^d \). For \( f \in \mathcal{S} \), the Fourier transform \( \hat{f} \) is defined as follows:
\[
\hat{f}(\xi) = \int_{\mathbb{R}^d} e^{-ix \cdot \xi} f(x) dx.
\]
We also have the inverse Fourier transform,
\[
\mathcal{F}^{-1}[g](x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ix \cdot \xi} g(\xi) d\xi.
\]
For \( f \in \mathcal{S} \), we have \( \mathcal{F}^{-1}[\hat{f}] = f \). One can extend the definition of \( \hat{f} \) to \( f \in \mathcal{S}' \) (\( \mathcal{S}' \) denotes the dual of \( \mathcal{S} \), the space of tempered distributions). However, when one extends the Fourier transform, it is not an integrable function in general. One hopes to make sense of the inverse Fourier transform integral, \( \mathcal{F}^{-1}[\hat{f}] \) for \( f \in L^p \), as a limit. Generalized Bochner-Riesz means attempt to address this question.

We define distance functions to be \( \rho \) which are continuous on \( \mathbb{R}^d \) and satisfy
\[
\rho(tx) = t \rho(x), \quad t > 0, \\
\rho(x) > 0 \quad \text{if} \ x \neq 0.
\]
We define the generalized Bochner-Riesz operator \( S^{R,\lambda} \) as follows:
\[
S^{R,\lambda} f(x) = \mathcal{F}^{-1} \left[ \left(1 - \frac{\rho}{R}\right)^\lambda \hat{f}(x) \right].
\]
Fefferman [6] showed that for spherical means to be bounded on the curious necessary condition methods, decomposing the multiplier on the Fourier transform side. We explain is weaker than the and |λ| < |λ|/2. Here (g(|ξ|) = max{g(|ξ|), 0}) is the positive part. Note that as R → ∞, S^{R,λ}f → f for f ∈ S. Also note that S^{R,λ}f → f for f ∈ L^2 by Plancherel’s theorem. On general principals, the question of convergence on other L^p spaces is equivalent to the question of boundedness of the operators S^{R,λ}. By scaling, we may also assume that R = 1. From now on we will focus on the boundedness of S^λ = S^{1,λ} on L^p.

The generalized Bochner-Riesz operator has been studied extensively in the case where ρ(|ξ| = |ξ|^). In this case, the operator represents “standard” Bochner-Riesz means (referred to later as spherical means, as the set |ξ| = 1 is a sphere). In 1971, Fefferman [6] showed that for spherical means to be bounded on L^p, it is necessary to have λ > λ*(p) = max{|d|1/2 − 1/2| − 1/2, 0}. The Bochner-Riesz conjecture states that this is both necessary and sufficient.

In 1972, Carleson and Sjölin verified the conjecture in R^2 [19]. In 1973, Fefferman showed a connection between the restriction conjecture for the sphere and the Bochner-Riesz conjecture [14]. Recent progress on the restriction conjecture has used a bilinear approach (as in [20]) and recently Lee adapted Fefferman’s argument to apply the bilinear results directly to spherical means [10]. This approach applied to the recent bilinear result of Tao [19] proves the Bochner-Riesz conjecture for p > 2 + 1/2 for d ≥ 3, the best current range of p.

While the case of ρ(|ξ| = |ξ|) provides an interesting test case, it is much simpler than the question of general ρ. If one wishes to study S^λ with a ρ which is not smooth, a good example to consider is ρ(|ξ|) = max{|ξ'|, |ξ_{d+1}|} where ξ = (ξ', ξ_{d+1}) ∈ R^d × R. For this ρ, we denote the multiplier by m_λ,

\[
m_λ(ξ) = (1 - \max{|ξ'|, |ξ_{d+1}|})^λ.
\]

The support of m_λ is a cylinder. For ξ near |ξ'| = 1, m_λ = (1 − |ξ'|)^λ is the multiplier for spherical means in R^d. Note that this relationship is why we define this new ρ for ξ ∈ R^d × R (as opposed to R^{d−1} × R). This way the same critical index λ*(p) will apply for spherical means and the cylinder multiplier, as well as the cone multiplier (defined below, also on R^d × R). For ξ near |ξ_{d+1}| = 1, m_λ = (1 − |ξ_{d+1}|)^λ which is the multiplier for spherical means in R^1. Spherical means in R^1 are easily shown to be bounded for all p ≥ 1 when λ > 0, which is weaker than the λ > λ*(p) condition on spherical means in R^d. Given these observations, one might expect that this cylindrical operator would be bounded for the same range of λ as spherical means in R^d. Interestingly, there is a significant difference.

This problem was previously studied by Luers [11] in 1988. He was able to obtain several results. First, when d = 2, the inverse Fourier transform of m_λ is in L^1 for λ > −1/2. It follows that S^λ is bounded for all p ≥ 1 when d = 2 and λ > −1/2. Second, when d ≥ 3 and λ*(p) ≥ 1, then S^λ is unbounded for all λ. This is curious, since with spherical means there is always some large λ for which the operator is bounded. Third, S^λ is bounded for the relatively small range where λ > 1 − 1/(d+1) and |1/p − 1| < 1/(d+1). Finally, he showed the kernel F^{-1}[m_λ] is in L^p when λ > λ*(p) and λ*(p) < 1. We conjecture that the operator S^λ is bounded when λ > λ*(p) and λ*(p) < 1.

The method used by Luers was to make explicit computations of the kernel and then estimate it as carefully as possible. Here, we will apply more modern methods, decomposing the multiplier on the Fourier transform side. We explain the curious necessary condition λ*(p) < 1 which limits the range of p. We also
Figure 1. Regions of interest: Here the solid line is where $|\xi'| = 1$, the dashed line is where $|\xi_{d+1}|$ and the dotted line is where $|\xi'| = |\xi_{d+1}|$.

greatly improve the range of $\lambda$ for which $S^\lambda$ is bounded while relating it to more understood operators such as spherical means.

Our multiplier $m_\lambda(\xi)$ is supported on a cylinder but it behaves very differently than another multiplier supported on a cylinder given by $(1-|\xi'|)^\lambda(1-|\xi_{d+1}|)^\lambda$. This second multiplier represents a simple composition of two spherical means operators. The significant difference is that the multiplier $m_\lambda$ is not smooth where $|\xi'| = |\xi_{d+1}|$, a region with the shape of a light cone. So, we expect that near $|\xi'| = 1$ and $|\xi_{d+1}| = 1$ our multiplier will have the same boundedness properties as the spherical means of the appropriate lower dimensions. However, we also note that near $|\xi'| = |\xi_{d+1}|$, our multiplier will relate to the cone multiplier. There is also an additional complication which we must address. Upon close inspection we see that the non-smoothness where $|\xi'| = |\xi_{d+1}|$ becomes more severe as we approach $|\xi'| = |\xi_{d+1}| = 1$. This will be discussed once we get into the proof.

The cone multiplier is a variation of generalized Bochner-Riesz means which has also been deeply investigated. Here we consider an operator similar to $S^\lambda$ with $\rho(\xi) = \frac{|\xi'|}{|\xi_{d+1}|}$. However, we also introduce a cutoff in $|\xi_{d+1}|$ to avoid 0 and $\infty$. Let $h(\xi) = 1 - \frac{|\xi'|}{|\xi_{d+1}|}$. We define the cone multiplier operator $C^\lambda$,

$$C^\lambda f(x) = \mathcal{F}^{-1} \left[ (h)^\lambda \kappa(1 - |\cdot|_{d+1}) \hat{f} \right](x)$$

where $(\xi', \xi_{d+1}) \in \mathbb{R}^d \times \mathbb{R}$ and $\kappa \in C_0^\infty$ is supported in $(-\frac{1}{2}, \frac{1}{2})$. The nature of the curvature of the cone (total curvature non-vanishing, but always with one vanishing principal curvature) makes it a significantly different problem than spherical means.

It is conjectured that $C^\lambda$ is bounded for all $\lambda > \lambda^*(p)$, the same as spherical means in $\mathbb{R}^d$. The necessity of this conditions follows from its necessity for spherical means in $\mathbb{R}^d$, via a theorem of de Leeuw (see [8] for a proof due to Jodeit). Techniques can to some extent be transferred between spherical means and the cone multiplier. However, progress on the cone multiplier has somewhat lagged behind that of spherical means (see [12, 2]).

A major breakthrough was made by Wolff in 2000 [21], when he showed the first sharp bounds on the cone multiplier, in any dimension, for any $p$ (he proved the sharp bound in $\mathbb{R}^2 \times \mathbb{R}$ for large $p$). His approach used the geometry of how thin tubes intersect each other, combined with an induction on scales argument. For this
approach, it turns out that the cone offers certain advantages over Bochner-Riesz and for once the cone was leading the way. This result was extended to higher dimensions by Laba and Wolff [9].

1. Results

Once our multiplier is decomposed appropriately, it will have qualitative similarities with the sphere multiplier and the cone multiplier, as well as cone multipliers truncated to different heights. However, it will not be exactly the same so we will have to refer to the method of proof for results pertaining to these types of multipliers.

The conjectured sharp $L^p \to L^p$ result for our cylindrical multiplier would be to have boundedness when $\lambda > \lambda^*(p)$ for $p$ such that $\lambda^*(p) < 1$. The $\lambda^*(p) < 1$ condition in the conjecture comes from the conical area of non-smoothness, where our multiplier has qualitative similarities to the multiplier $1 - \frac{|\xi|}{|\xi_{d+1}|}$, which is the cone multiplier and with $\lambda = 1$ (see Proposition 2.11 where we verify this condition, originally discovered by Luers [11]). Therefore, the cylindrical multiplier should be unbounded on $L^p \to L^p$ for $p$ such that $\lambda^*(p) > 1$. For notation purposes we set $\lambda^*(\infty) = \frac{d}{2} - \frac{1}{2}$.

The results vary depending on dimension, since different sphere and cone technology exists in different dimensions. Our various results are as follows:

**Theorem 1.1.** The operator $S_\lambda$ is bounded from $L^p(R^2 \times R) \to L^p(R^2 \times R)$ for $\lambda > \lambda^*(p)$, $1 \leq p \leq \infty$.

**Theorem 1.2.** The operator $S_\lambda$ is bounded from $L^p(R^3 \times R) \to L^p(R^3 \times R)$ for $\lambda > \lambda^*(p)$, $2 + \frac{4}{d} = \frac{10}{3} < p < \infty$.

**Theorem 1.3.** The operator $S_\lambda$ is bounded from $L^p(R^4 \times R) \to L^p(R^4 \times R)$ for $\lambda > \lambda^*(p)$, $2 + \frac{4}{d} = 3 < p < 2 + \frac{6}{d-3} - \frac{6}{d+1} = \frac{482}{61}$.

**Theorem 1.4.** If $d \geq 5$, the operator $S_\lambda$ is bounded from $L^p(R^d \times R) \to L^p(R^d \times R)$ for $\lambda > \lambda^*(p)$, $2 + \frac{4}{d} < p < \frac{4d^2 + 2d - 6}{4d^2 - 11d - 3} = 2 + \frac{6}{d-3} - \frac{6}{(4d+1)(d-3)}$.

2. Proof

We begin by defining two new operators, $S_\delta$ and $C_\delta$, related to spherical means and the cone multiplier respectively:

\begin{align*}
S_\delta \tilde{f}(\xi) &= \varphi(\delta^{-1}(1 - |\xi|)) \tilde{f}(\xi), \\
C_\delta \tilde{f}(\xi) &= \varphi(\delta^{-1} h(\xi)) \kappa((1 - |\xi_{d+1}|) \tilde{f}(\xi),
\end{align*}

where $h(\xi) = 1 - \frac{|\xi'|}{|\xi_{d+1}|}$.

By using a dyadic decomposition, it is easy to see that the study of spherical means and the cone multiplier can be reduced to the study of these two new operators. $\varphi$ is in the class $\Phi$, which consists of all functions in $C_0^\infty$ with the following properties:

- support of $\varphi \subset [0, 2]$,
- $\left| \frac{\partial^{|\alpha|}}{\partial \xi^\alpha} \varphi \right| \lesssim C$ for all $|\alpha| \leq d + 2$, 

where $\alpha = (\alpha_1, \ldots, \alpha_{d+1})$ is a standard multi-index and $C$ is a fixed constant. $\kappa$ is a $C^\infty_0$ function supported in $(-\frac{1}{2}, \frac{1}{2})$. $\delta$ is assumed to be a small positive number. The conjectured sharp bounds for $S_\delta$ and $C_\delta$ are

\begin{align}
\|S_\delta f\|_{L^p(\mathbb{R}^d)} &\lesssim \delta^{-\lambda} \|f\|_{L^p(\mathbb{R}^d)}, \\
\|C_\delta f\|_{L^p(\mathbb{R}^d \times \mathbb{R})} &\lesssim \delta^{-\lambda} \|f\|_{L^p(\mathbb{R}^d)}
\end{align}

for all $\lambda > \lambda^*(p)$.

Note that throughout the exposition, we will be using the symbol $\lesssim$ to denote that one expression is less than the other up to a constant which depends only on fixed values such as dimension and constants $\epsilon$ which are fixed at the beginning of proofs.

We now make a preliminary decomposition, then group the pieces into four cases which capture the nature of the multiplier $m_\lambda = (1 - \max(|\xi'|, |\xi_{d+1}|))^\lambda$. Choose $\varphi \in C^\infty_0(\mathbb{R})$ so that the support of $\varphi$ is contained in $[\frac{1}{3}, 2]$, $\varphi \neq 0$ on $[\frac{1}{3}, \frac{2}{3}]$ and $\sum_{j=2}^\infty \varphi(2^j t) \equiv 1$ for $t \in (0, \frac{1}{4})$. Choose $\varphi_1$ so that $\varphi_1(t) + \sum_{j=2}^\infty \varphi(2^j(1-t)) \equiv 1$ for $t \in [0, 1)$.

Let

\begin{align}
m_{jk}(\xi) &= \varphi(2^j (1 - |\xi'|)) \varphi(2^k (1 - |\xi_{d+1}|)) m_\lambda(\xi) & \text{for } j, k \geq 2, \\
m_{1k}(\xi) &= \varphi_1(|\xi'|) \varphi(2^k (1 - |\xi_{d+1}|)) m_\lambda(\xi) & \text{for } k \geq 2, \\
m_{j1}(\xi) &= \varphi(2^j (1 - |\xi'|)) \varphi_1(|\xi_{d+1}|) m_\lambda(\xi) & \text{for } j \geq 2, \\
m_{11}(\xi) &= \varphi_1(|\xi'|) \varphi_1(|\xi_{d+1}|) m_\lambda(\xi).
\end{align}

Then, using the triangle inequality,

\begin{equation}
\|m_\lambda\|_{M^p} \leq \sum_{k,j=1}^\infty \|m_{jk}(\xi)\|_{M^p}
\end{equation}

where $\|m_\lambda\|_{M^p}$ denotes the operator norm of $f \rightarrow F^{-1}|m_\lambda \hat{f}|$.

We divide the sum into four parts and deal with each of them separately. The four parts are:

**Case (i)** $j \geq k + 2$: When $j \geq k + 2$ the support of $m_{jk}$ is near the “sides” of the cylinder, where $|\xi'| = 1$. In this region $m_\lambda = (1 - |\xi'|)^\lambda$, so one expects the multiplier to behave like spherical means in $\mathbb{R}^d$.

**Case (ii)** $k \geq j + 2$: The support of $m_{jk}$ is near the “top” of the cylinder, where $|\xi_{d+1}| = 1$. In this region $m_\lambda = (1 - |\xi_{d+1}|)^\lambda$ which is a simple multiplier.

**Case (iii)** $|k - j| \leq 1$, $k, j \neq 1$: This region contains the set where $|\xi'| = |\xi_{d+1}|$ (except near the origin). This is the most interesting case, where we explore the relation between $m_\lambda$ and the cone multiplier.

**Case (iv)** $|k - j| \leq 1$, $k = 1$ or $j = 1$: We simply use scaling to extend our results from the first three cases to the center of the cylinder.

### 2.1. Case (i) $j \geq k + 2$, near $|\xi'| = 1$.

**Lemma 2.1.** Let $2 \leq p < \infty$ and $\lambda > \lambda^*(p)$. Assume $\|S_\delta f\|_{L^p(\mathbb{R}^d)} \lesssim \delta^{-\lambda} \|f\|_{L^p(\mathbb{R}^d)}$ with constant independent of the choice of $\varphi \in \Phi$. Then the following sum converges:

\begin{equation}
\sum_{k=1}^\infty \sum_{j=k+2}^\infty \|m_{jk}\|_{M^p}.
\end{equation}

This sum represents all multiplier pieces where $j \geq k + 2$. 


Proof. Fix a small \( \epsilon > 0 \).

When \( j \geq k + 2 \geq 4 \), we have \( \rho(\xi) = |\xi'| \), so

\[
m_{jk}(\xi) = \varphi(2^j(1 - |\xi'|))\varphi(2^k(1 - |\xi_{d+1}'|))(1 - |\xi'|)^\lambda.
\]

Note that

\[
m_{jk}(\xi)_{M_p} = S_{2-j,d}'\|L_p(\mathbb{R}^d)\|\|S_{2-k}\|L_p(\mathbb{R})\rightarrow L_p(\mathbb{R})\]

where

\[
S_{2-j,d}'f = \mathcal{F}^{-1}[\varphi(2^j(1 - |\xi'|))(1 - |\xi'|)^\lambda] * f
\]

and

\[
\tilde{S}_{2-k} f = \mathcal{F}^{-1}[\varphi(2^k(1 - |\xi_{d+1}'|))] * f.
\]

We note that for \( S_{2-j,d}' \) we can use our assumption with \( \delta = 2^{-j} \) as follows. Define \( \tilde{\varphi}(t) = t^\lambda \varphi(t) \). Then

\[
(2.8) \quad S_{2-j,d}'f = 2^{-j}\lambda \mathcal{F}^{-1}[\tilde{\varphi}(2^j(1 - |\xi'|))] * f.
\]

Since results such as [10] require only that \( \varphi \) is a \( C_0^\infty \) function, we obtain the following resulting bound. Here we are also using the fact that since the operator \( S_{2-j,d}' \) acts only on the first \( d \) variables, leaving the \( \xi_{d+1} \) variable independent, we need only investigate the corresponding operator on \( \mathbb{R}^d \), for which we use the same name:

\[
(2.9) \quad \|S_{2-j,d}'\|_{L_p(\mathbb{R}^d)\rightarrow L_p(\mathbb{R}^d)} \lesssim 2^{-j}\lambda 2^j(\lambda^*(p) + \epsilon), \quad p_0 \leq p < \infty.
\]

The operator \( \tilde{S}_{2-k} \) only acts on the last variable, so we consider the corresponding operator on \( \mathbb{R} \). A simple change of variable reveals that the \( L^1 \)-norm of the kernel \( \mathcal{F}^{-1}[\varphi(2^k(1 - |\xi_{d+1}'|))] \) is bounded independent of \( k \). Using this fact and Young’s inequality gives us the following:

\[
\|\tilde{S}_{2-k} f\|_{L_p(\mathbb{R})} = \|\mathcal{F}^{-1}[\varphi(2^k(1 - |\xi_{d+1}'|))] * f\|_{L_p(\mathbb{R})}
\leq \|\mathcal{F}^{-1}[\varphi(2^k(1 - |\cdot|))]\|_{L_1(\mathbb{R})}\|f\|_{L_p(\mathbb{R})}
\lesssim \|f\|_{L_p(\mathbb{R})}.
\]

The same bounds for \( j \) and \( k \) such that \( j \geq k + 2 = 3 \) can be derived in a similar way. The operator associated with the multiplier \( \varphi_1(|\xi_{d+1}'|) \), which replaces \( \varphi(2^k(1 - |\xi_{d+1}'|)) \) in the above calculation when \( k = 1 \), is an operator bounded for all \( L^p \) with norm independent of \( k \). The approach we used on \( \varphi(2^k(1 - |\xi_{d+1}'|)) \) will easily show this. Now we can sum over the range \( j \geq k + 2 \).

\[
(2.10) \quad \sum_{k=1}^\infty \sum_{j=k+2}^\infty \|m_{jk}\|_{M_p} \lesssim \sum_{k=1}^\infty \sum_{j=k+2}^\infty 2^{j(-\lambda + \lambda^*(p) + \epsilon)}.
\]

This sum converges if \( \lambda > \lambda^*(p) + \epsilon \). \( \square \)

2.2. Case (ii) \( k \geq j + 2 \), near \( |\xi_{d+1}'| = 1 \). In this case, we are near the “top” of the cylinder, where \( |\xi_{d+1}'| = 1 \). However, since this case includes pieces which are also near the “sides” (when \( j \approx k \) and \( j, k \) are large), we must still apply results for \( S_\delta \).
Lemma 2.2. Let $2 \leq p < \infty$ and $\lambda > \lambda^*(p)$. Assume $\|S_{d}f\|_{L^p(\mathbb{R}^d)} \lesssim \delta^{-\lambda} \|f\|_{L^p(\mathbb{R}^d)}$ with constant independent of the choice of $\varphi \in \Phi$. Then the following sum converges:

$$\sum_{j=1}^{\infty} \sum_{k=j+2}^{\infty} \|m_{jk}\|_{M^p}.$$  \hspace{1cm} (2.11)

This sum represents all multiplier pieces where $k \geq j + 2$.

Proof. Fix a small $\epsilon > 0$.

When $k \geq j + 2 \geq 4$, we have $\rho(\xi) = |\xi_{d+1}|$, so

$$m_{jk}(\xi) = \varphi(2^j(1 - |\xi'|))\varphi(2^k(1 - |\xi_{d+1}|))(1 - |\xi_{d+1}|)^\lambda.$$  

Similarly to the $j \geq k + 2$ case,

$$\|m_{jk}\|_{M^p} = \|S_{2^{-j,d}}\|_{L^p(\mathbb{R}^d) \rightarrow L^p(\mathbb{R}^d)} \|S_{2^{-k}}\|_{L^p(\mathbb{R}) \rightarrow L^p(\mathbb{R})}$$

where

$$S_{2^{-j,d}}f = \mathcal{F}^{-1}[\varphi(2^j(1 - |\xi'|))] * f \quad \text{and} \quad S_{2^{-k}}f = \mathcal{F}^{-1}[\varphi(2^k(1 - |\xi_{d+1}|))(1 - |\xi_{d+1}|)^\lambda] * f.$$ 

For $S_{2^{-j,d}}$, we can directly apply assumption with $\delta = 2^{-j}$. Here, as in Case (i), we use the fact that $S_{2^{-j,d}}$ acts only on the first $d$ variables. We obtain the following bound:

$$\|S_{2^{-j,d}}\|_{L^p(\mathbb{R}^d) \rightarrow L^p(\mathbb{R}^d)} \lesssim 2^{j(\lambda^*(p) + \epsilon)}, \quad p_0 \leq p < \infty. \hspace{1cm} (2.12)$$

For the operator $S_{2^{-k}}$, we note that using $\tilde{\varphi}$ as defined above, we get

$$S_{2^{-k}}f = 2^{-k\lambda} \mathcal{F}^{-1}[\tilde{\varphi}(2^k(1 - |\xi_{d+1}|))] * f. \hspace{1cm} (2.13)$$

We use the exact same reasoning as with $S_{2^{-k}}$ in Case (i), replacing $\varphi$ with $\tilde{\varphi}$ and noting the extra $2^{-k\lambda}$ gain. We now insert these bounds into our sum:

$$\sum_{j=1}^{\infty} \sum_{k=j+2}^{\infty} \|m_{jk}\|_{M^p} \lesssim \sum_{j=1}^{\infty} \sum_{k=j+2}^{\infty} 2^{j(\lambda^*(p) + \epsilon)} 2^{-k\lambda}. \hspace{1cm} (2.14)$$

This sum also converges if $\lambda > \lambda^*(p) + \epsilon$. \hfill \Box

2.3. Case (iii) $|k - j| \leq 1, k, j \neq 1, \text{near } |\xi'| = |\xi_{d+1}|$. In this region, we use the cone multiplier techniques in $\mathbb{R}^d \times \mathbb{R}$ to analyze the multipliers $m_{jk}$. We begin by subtracting a simpler multiplier in order to make our multiplier zero on the cone (where it is non-smooth). We then decompose the multiplier dyadically with respect to distance from the cone. This decomposition is done in detail in \textbf{2.3.3}.

After decomposing, our pieces will not quite be cones, but rather “truncated cones”. In the $\xi_{d+1}$ variable, our pieces will be supported in an interval of size about $2^{-j}$ due to the $\varphi(2^k(1 - |\xi_{d+1}|))$ (recall $k \approx j$ in Case (iii)). This is in contrast to the normal cone multiplier, where the multiplier is supported in an interval of size about 1 in the $\xi_{d+1}$ variable (see line \textbf{2.2}). These truncated cones will capture the effects of the increasing non-smoothness along the cone, which was alluded to earlier in the introduction.

We develop two bounds on these pieces. The first will be stronger for $p$ near $2 + \frac{1}{\lambda^*(p)}$, where $\lambda^*(p) = 0$. The second will be stronger for $p$ near $2 + \frac{1}{\lambda^*(p)}$, where $\lambda^*(p) = 1$. Recall that due to the relationship between our multiplier and the cone, the operator will be unbounded when $\lambda^*(p) > 1$. 
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2.3.1. \( \lambda^*(p) \) near 0. Suppose \( j \geq 2 \). Let \( \varphi_j \) be a function in \( C_0^\infty(\mathbb{R}^d \times \mathbb{R}) \) with the following properties:

\[
\text{supp}(\varphi_j) \subset \{ \xi \in \mathbb{R}^d \times \mathbb{R}, \frac{1}{100} < 2^j(1 - |\xi'|) < 100 \text{ and } \frac{1}{100} < 2^j(1 - |\xi_{d+1}|) < 100 \},
\]

\[
|\partial_{\xi^\alpha} \varphi_j(\xi)| \leq C_\varphi 2^{2|\alpha|} \text{ for all } |\alpha| \leq d + 2,
\]

where \( C_\varphi \) is independent of \( j \) and \( \xi \).

We study the multiplier \( \varphi(2^M h(\cdot)) \varphi_j \), where \( h(\xi) = 1 - \frac{|\xi'|}{|\xi_{d+1}|} \) as defined in line (2.2) and in the introduction. The decomposition in 2.3.3 will reduce Case (iii) to multipliers of this type. The \( \varphi_j \) term is supported in a ring a distance \( 2^{-j} \) from both the top and sides of the cylinder. It can be thought of as the result of rotating a cube with sidelength \( 2^{-j} \) around the \( \xi_{d+1} \) axis. The \( \varphi(2^M h(\cdot)) \) term is supported a distance \( 2^{-M} \) from the light cone. Together these are supported in a truncated cone of thickness \( 2^{-M} \) and “height” \( 2^{-j} \) in \( \xi_{d+1} \) (see Figure 2).

For the following proposition we introduce an equispaced cutoff \( \chi \). Let \( \chi \in C_0^\infty \), \( \text{supp} \chi \subset (-1, 1) \), and \( \sum_{N=\infty}^{\infty} \chi(\cdot - N) \equiv 1 \).

**Proposition 2.3.** Let \( 2 \leq p_0 \leq p_c < \infty \) and \( \varphi \in \Phi \). Assume we have the following bounds:

\[
(2.15) \quad \| \varphi(2^M h(\cdot)) \chi \left( 2^M(1+\epsilon) \left( \cdot, d+1 - \frac{\nu}{2^M(1+\epsilon)} \right) \right) \varphi_j \|_{M_{p_0}} \leq C_1 C_\varphi 2^M(\lambda^*(p_0)+\epsilon),
\]

\[
(2.16) \quad \| \varphi(2^M h(\cdot)) \varphi_j \|_{M_{p_c}} \leq C_\varphi C_2 2^M(\lambda^*(p_0)+\epsilon),
\]

where \( \nu \) is any integer, and \( C_1 \) and \( C_2 \) are independent of \( M, j, \) and \( \varphi_j \).
Then for $p_0 \leq p \leq p_c < \infty$,

$$
(2.17) \quad \| \varphi(2^M h(\cdot)) \varphi_j \|_{M^p} \lesssim C_\varphi 2^{(M-j)} \left( \frac{1}{\pi} \right) \frac{1}{\nu_c} 2^{M(\chi^*(p)+\epsilon)}
$$

for $M \geq j$.

In this proposition, \((2.15)\) is a bound on the multiplier $\varphi(2^M h(\cdot)) \varphi_j$ truncated to a height of $2^{-M(1+\epsilon)}$. We then scale this bound to a useful bound on $\varphi(2^M h(\cdot)) \varphi_j$.

Proof. We begin by decomposing the support of $\varphi(2^M h(\cdot)) \varphi_j$ into rectangular “plates” in the standard way, as in [12]. First, choose $\psi_l \in C_0^\infty(\mathbb{R}^d)$, $l = 0, 1, \ldots, L$, such that the support of $\psi_l$ has angular width less than $\frac{\pi}{L}$, \(\sum_l \psi_l \equiv 1\) and $L$ depends only on $d$. We assume $\psi_0$ is supported in the region centered at the $\xi_d$-axis and we now investigate $\psi_0(\xi') \varphi_j(\xi)$. Bounds for $\psi_l(\xi') \varphi_j(\xi)$, $l = 1, 2, \ldots, L$, follow by symmetry:

$$
(2.18) \quad S_M = \left\{ N = \{N_1, \ldots, N_{d-1}\} \in \mathbb{Z}^{d-1} : -2^M \leq N_n \leq 2^M, 1 \leq n \leq d-1 \right\},
$$

$$
(2.19) \quad \Phi_{M,N}(\xi) = \varphi(2^M h(\xi)) \prod_{n=1}^{d-1} \chi \left( 2^M \left( \frac{\xi_n}{\xi_{d+1}} - \frac{N_n}{2^M} \right) \right) \psi_0(\xi'),
$$

$$
(2.20) \quad \varphi(2^M h(\xi)) \varphi_j(\xi) \psi_0(\xi') = \sum_{N \in S_M} \Phi_{M,N}(\xi) \varphi_j(\xi).
$$

We may assume that $M \geq j - 10$ (or $M \geq 0$ if $j - 10 < 0$) since

\[
\supp \left[ \varphi(2^M h(\cdot)) \right] \cap \supp \varphi_j = \emptyset \quad \text{if } M < j - 10.
\]

Note that $\sum_N \Phi_{M,N} \varphi_j$ is supported on a cone truncated to height $2^{-j}$. Also, the terms $\Phi_{M,N} \varphi_j$ are supported in rectangular plates lying against the cone with dimensions

$$
2^{-M} \times 2^{-\frac{\nu}{2^h}} \times \cdots \times 2^{-\frac{\nu}{2^h}} \times 2^{-j}.
$$

We further decompose in $\xi_{d+1}$, dividing the decomposed cone into cones truncated to a height $2^{-\frac{\nu}{2^h}}$. The constant $c_h$ determines the size of the decomposition. In proving Proposition \(2.3\) we will decompose using $c_h = 1 - \epsilon$. This decomposition is in some sense excessively severe but it allows the multiplier to be related to spherical means in $\mathbb{R}^d$ (see Lemma \(2.12\)). Later in \(2.3.2\) Proposition \(2.3\) will use a much more efficient decomposition with $c_h = 2$:

$$
(2.21) \quad \chi_\nu(\xi_{d+1}) = \chi \left( 2^{\frac{\nu}{2^h}} \left( \xi_{d+1} - \frac{\nu}{2^h} \right) \right),
$$

$$
(2.22) \quad \Phi_{M,N}(\xi) = \sum_{\nu = -2^{\frac{\nu}{2^h}}}^{2^{\frac{\nu}{2^h}}} \chi_\nu(\xi_{d+1}) \Phi_{M,N}(\xi)
$$

$$
(2.23) = \sum_{\nu = -2^{\frac{\nu}{2^h}}}^{2^{\frac{\nu}{2^h}}} \Phi_{M,N,\nu}(\xi).
$$
For now, we only use the vertical decomposition in $\nu$ and not the plates decomposition in $N$. Later, however, the plates decomposition will be essential in determining estimates in the form of (2.15) and (2.16).

We use the following lemma to take advantage of the equispaced aspect of the vertical decomposition.

**Lemma 2.4.** Let $\tilde{\chi}$ be defined so that $\tilde{\chi} \equiv 1$ on supp$(\chi) \subset (-1,1)$ and $\tilde{\chi} \equiv 0$ outside $\left(\frac{-3}{2}, \frac{3}{2}\right)$. Let $\tilde{\chi}_\nu(\xi_{d+1}) = \tilde{\chi} \left(\frac{2^{\nu/2}}{2^{\nu/2}_{\chi}} \left(\xi_{d+1} - \frac{\nu}{2^{\nu/2}_{\chi}}\right)\right)$, and let $f_\nu = F^{-1}[\tilde{\chi}_\nu * f]$. Let $V$ be a finite interval in the integers $\mathbb{Z}$. Then for $2 \leq p \leq \infty$, $\frac{1}{p} + \frac{1}{p'} = 1$ and $f \in L^p$,

\begin{align}
\left\| \sum_{\nu \in V} F^{-1}[\chi_\nu] * f \right\|_{L^p} &\lesssim \left( \sum_{\nu \in V} \|F^{-1}[\chi_\nu] * f\|_{L^p}^{p'} \right)^{\frac{1}{p'}} \\
\left( \sum_{\nu \in V} \|F^{-1}[\chi_\nu] * f_\nu\|_{L^p}^{p'} \right)^{\frac{1}{p'}}
\end{align}

and

\begin{align}
\left( \sum_{\nu \in V} \|F^{-1}[\chi_\nu] * f\|_{L^1} \right)^{\frac{1}{p}} &\lesssim (\text{card}(V))^{\left(1 - \frac{2}{p}\right)} \|f\|_{L^p}.
\end{align}

This lemma is easily verified for $p = 2$ using Plancherel’s theorem. The first inequality in the lemma follows by interpolation and duality from the $p = 2$ bound and the following $p = 1$ bound (triangle inequality):

\begin{align}
\left\| \sum_{\nu} F^{-1}[\chi_\nu] * f \right\|_{L^1} &\leq \sum_{\nu} \|F^{-1}[\chi_\nu] * f\|_{L^1} \\
&= \left( \sum_{\nu} \|F^{-1}[\chi_\nu] * f\|_{L^1} \right)^{1}.
\end{align}

For the second inequality in the lemma, the $L^\infty$ bound follows from the uniform (in $\nu$) boundedness of the operators $F^{-1}[\chi_\nu] * f$. The lemma follows by interpolation:

\begin{align}
\left( \sum_{\nu \in V} \|F^{-1}[\chi_\nu] * f_\nu\|_{L^\infty} \right) &\leq \left( \sum_{\nu \in V} \|F^{-1}[\chi_\nu] * f\|_{L^\infty} \right) \\
&\lesssim \left( \sum_{\nu \in V} \|f\|_{L^\infty} \right) \\
&= (\text{card}(V)) \|f\|_{L^\infty}.
\end{align}
Using this lemma, we obtain the following $L^{p_0}$ bound. Here $\mathcal{V}$ will consist of those $\nu$ such that the support of $\chi_{\nu}$ intersects the support of $\varphi_j$:

\begin{equation}
\|\mathcal{F}^{-1} \left[ \varphi(2^M h(\cdot)) \varphi_j \psi_0(\cdot) \right] \ast f \|_{L^{p_0}} = \left\| \sum_{\nu \in \mathcal{V}} \sum_{N \in S_M} \mathcal{F}^{-1}[\Phi_{M,N,\nu}] \ast f_{\nu} \right\|_{L^{p_0}} \tag{2.27}
\end{equation}

\begin{equation}
\lesssim \left( \sum_{\nu \in \mathcal{V}} \left\| \mathcal{F}^{-1} \left[ \sum_{N \in S_M} \Phi_{M,N,\nu} \right] \ast f_{\nu} \right\|_{L^{p_0}} \right)^{1/p_0} \tag{2.28}
\end{equation}

\begin{equation}
\lesssim C_p 2^{M(\lambda^*(p_0) + \epsilon)} \left( \sum_{\nu \in \mathcal{V}} \|f_{\nu}\|_{L^{p_0}} \right)^{1/p_0} \tag{2.29}
\end{equation}

\begin{equation}
\lesssim 2^{M(\lambda^*(p_0) + \epsilon)} t_{M_j}^{M_j} \|f\|_{L^{p_0}}, \tag{2.30}
\end{equation}

where $\text{card}(\mathcal{V}) = t_{M_j}$ and $t_{M_j}$ is defined as follows:

\begin{equation}
\begin{cases}
1 & \text{if } j - 10 \leq M \leq c_h j, \\
2^{M_j - j} & \text{if } M > c_h j.
\end{cases} \tag{2.31}
\end{equation}

In this case, since $c_h = 1 - \epsilon$, we effectively have $t_{M_j} = 2^{M - j} 2^{M \epsilon}$. By interpolating between line (2.30) and line (2.16), we obtain the bounds of the proposition. \hfill \Box

2.3.2. $\lambda^*(p)$ near 1. Proposition 2.3 is designed, with its severe decomposition in $\xi_{d+1}$, to allow us to use Bochner-Riesz results from $\mathbb{R}^d$. However, the inefficiency in this decomposition and Lemma 2.4 limit results to $p$ where $\lambda^*(p)$ is small. There is too much loss for the eventual sum in $M$ to converge if $\lambda^*(p)$ is near 1. We introduce Proposition 2.5 which will not apply for $\lambda^*(p)$ small, but which will significantly improve upon the \left( \frac{\epsilon - \frac{1}{p}}{\frac{1}{p - c_h}} \right) (1 - \frac{2}{p_0}) loss in Proposition 2.3 for $\lambda^*(p)$ near 1.

We obtain a result for truncated cones by combining a square function estimate with a result for the Nikodym maximal function for light rays. For the square function estimate we can adapt Bourgain’s argument \cite{Bourgain} or in $\mathbb{R}^2 \times \mathbb{R}$ there is a result of Mockenhaupt, Seeger and Sogge (MSS) \cite{Mockenhaupt}. Mockenhaupt, Seeger and Sogge \cite{Mockenhaupt2} and Skarabot \cite{Skarabot} have determined maximal function results, and in $\mathbb{R}^2 \times \mathbb{R}$ there is a maximal function bound due to Córdoba \cite{Cordoba}.

The Nikodym maximal function for light rays $M_{\delta} f$ can be defined as follows:

\begin{equation}
\tau_{\delta} (\theta) = \delta \times \cdots \times \delta \times 1 \text{ tube with long direction} \\
(\xi', \xi_{d+1}) = (\theta, 1) \text{, centered at the origin, } \theta \in S^{d-1}, \tag{2.32}
\end{equation}

\begin{equation}
M_{\delta} f(x) = \sup_{\theta \in S^{d-1}} \delta^{-(d-1)} \int_{\tau_{\delta}(\theta)} |f(x + y)| dy. \tag{2.33}
\end{equation}

This maximal function takes maximum of averages over tubes pointing in the direction of light rays (\frac{\pi}{4} from the horizontal). The conjectured bound for this maximal function is

$$
\|M_{\delta} f\|_{L^p(\mathbb{R}^d \times \mathbb{R})} \lesssim \delta^{1 - \frac{d}{p}} \|f\|_{L^p(\mathbb{R}^d \times \mathbb{R})}.
$$
Proposition 2.5. Let $p_0 \geq \frac{2(d+1)}{d-1}$ and let $\frac{1}{q_0} + \frac{2}{p_0} = 1$ (we say $q_0 = (\frac{2b}{d})'$). Assume the following bound on the Nikodym maximal function for light rays:

\begin{equation}
\|M_\delta f\|_{L^{q_0}} \lesssim \delta^{-a} \delta^{1-\frac{d}{2d-1}} \|f\|_{L^{q_0}}, \quad a > 0.
\end{equation}

Also, assume that for some $p_c > p_0$,

\begin{equation}
\|\varphi(2^M h(\cdot))\varphi_j\|_{M_{p_c}} \leq C_\varphi C_2 2^M (\lambda^*(p_c) + \epsilon),
\end{equation}

independent of $\varphi \in \Phi$ ($C_\varphi$ is from the definition of $\varphi_j$ in (2.35)). Then for $p_0 \leq p \leq p_c$,

\begin{equation}
\|\varphi(2^M h(\cdot))\varphi_j\|_{M_p} \lesssim C_\varphi 2^{\frac{(M-j)(\frac{d}{2}-\frac{1}{p})+M(\frac{d}{d-1})}{1-p}} 2^M (\lambda^*(p) + \epsilon)
\end{equation}

for $M \geq 2j$ and

\begin{equation}
\|\varphi(2^M h(\cdot))\varphi_j\|_{M_p} \lesssim C_\varphi 2^{\frac{(M-j)(\frac{d}{2}-\frac{1}{p})}{1-p}} 2^M (\lambda^*(p) + \epsilon)
\end{equation}

for $j \leq M \leq 2j$.

Throughout the proof of Proposition 2.5 we will be using a decomposition in $\xi_{d+1}$ of height $2^{-\frac{d}{2}}$. Lemma 2.4 will apply with $c_h = 2$. We set $c_h = 2$ in the definitions of $\chi_\nu$, $t_{M_j}$, $\Phi_{M,N,\nu}$, etc.

Proof. To prove this proposition at $p_0$, we follow a standard strategy of first applying a square function estimate, followed by a maximal function, then returning from the square function back to $f$. For an example of this approach, one can see [1] where Córdoba proves the Bochner-Riesz conjecture in $\mathbb{R}^2$ in this way. We will require the following lemmas.

We begin with the square function estimate. We plan to replace the $L^p$-norm with a $L^p(l^2)$-norm over the terms $F^{-1}[\Phi_{M,N,\nu}] * f$. We do this by covering our truncated cone with $2^{-\frac{d}{2}}$-cubes and following the method of Bourgain [1]. However, it is convenient to have each $\Phi_{M,N,\nu}$ supported in a single cube, so we have to enlarge the cubes slightly.

Fix $M$. Note that the multiplier $(1 - \max\{|\xi'|, |\xi_{d+1}\}|_2^{-1})_0$ is supported in a cube of radius 2 (it is smaller than this, but we take extra to be safe). Let $\{Q\}$ be a tiling of this support cube by cubes of sidelength $2^{-\frac{d}{2}}$. Choose $\widetilde{\chi}_0 \in C_0^\infty(\mathbb{R}^d)$ to be identically 1 on the unit cube and supported in the double of the unit cube. Let $\widetilde{\chi}_Q(\xi') = \chi_0(C2^{\frac{d}{2}}(\xi' - \xi_Q))$, where $\xi_Q$ is the center of $Q$. $C$ is chosen so that each $\Phi_{M,N,\nu} \chi_Q \equiv 0$ for all but a finite number (independent of $M, N, \nu$) of $Q$, and there is at least one $Q$, denoted $Q_N$, such that $\widetilde{\chi}_Q \equiv 1$ on the support of $\Phi_{M,N,\nu}$. Let $\chi_{N,\nu} = \chi_{Q_N}(\xi' - \xi_{d+1})$.

Lemma 2.6. Let $p \geq \frac{2(d+1)}{d-1}$. Let

$$Q = \{(N, \nu) : \text{supp}(\chi_{N,\nu}) \cap \text{supp}(\varphi(2^M h(\cdot))\varphi_j) \neq \emptyset\}.$$
Then
\begin{equation}
(2.38)
\left\| \sum_{(N, \nu) \in Q} \mathcal{F}^{-1}[\chi_{N, \nu}] * f \right\|_{L^p}
\lesssim (\text{card}(\mathcal{V}))^{\frac{1}{2} - \frac{1}{p'}} 2^{D/2} \lambda^*(p+\epsilon) \left\| \left( \sum_{(N, \nu) \in Q} |\mathcal{F}^{-1}[\chi_{N, \nu}] * f|^2 \right)^{\frac{1}{2}} \right\|_{L^p}.
\end{equation}

Here \( \mathcal{V} = \{ \nu \in \mathbb{Z} : (N, \nu) \in Q \text{ for some } N \} \). In the future, we denote \( \mathcal{F}^{-1}[\chi_{N, \nu}] * f = f_{N, \nu} \).

Note that in the above lemma, it is important that the sum runs over only those cubes which intersect the truncated cone where the multiplier piece is supported. The proof will follow in Section 3.1.

Once we have decomposed the operator, the pieces of the multiplier have convolution kernels which can be bounded by the simple operators, as detailed in the following lemma.

**Lemma 2.7.** For fixed \( N \in \mathbb{Z}^{d-1} \), define
\begin{align*}
\rho(\xi) &= |\xi|, \\
\hat{\xi}_0 &= \text{center of } \text{supp}(\Phi_{M, N, \nu} \varphi_j), \\
u_d &= \frac{1}{\sqrt{2}} \begin{pmatrix} \nabla \rho(\hat{\xi}_0) \end{pmatrix}, \\
u_{d+1} &= \frac{1}{\sqrt{2}} \begin{pmatrix} \nabla \rho(\hat{\xi}_0) \end{pmatrix}, \\
\{ \nu_i \}_{i=1}^{d-1} &= \text{span} \left( \begin{pmatrix} \nabla \rho(\hat{\xi}_0) \end{pmatrix} \right).
\end{align*}

Then for every choice of integers \( p_1, \ldots, p_{d+1} \geq 0 \),
\begin{equation}
(2.39) \left| \mathcal{F}^{-1}[\Phi_{M, N, \nu} \varphi_j] \right| \lesssim 2^{-M \frac{d-1}{2}} \prod_{i=1}^{d-1} \frac{1}{1 + |\nu_i \cdot x|^{p_i}} \frac{1}{1 + (|\nu_d \cdot x|)^{p_d}} \frac{1}{1 + (|\nu_{d+1} \cdot x|)^{p_{d+1}}}
\end{equation}
\begin{equation}
(2.40)
\lesssim \sum_{m=0}^{\infty} 2^{-m} \frac{1}{|R_m^N|} |\chi_{R_m^N}(x)|
\end{equation}

where \( R_m^N = \{ x : |\nu_d \cdot x| \leq 2^m 2^M, |\nu_{d+1} \cdot x| \leq 2^m 2^{M/2}, |\nu_i \cdot x| \leq 2^m 2^{M/2} \text{ for } 1 \leq i \leq d-1 \} \). Note that this bound implies that \( \left\| \mathcal{F}^{-1}[\Phi_{M, N, \nu} \varphi_j] \right\|_{L^1} < C \) independent of \( M, N, \nu \) and \( j \).

The proof of Lemma 2.7 will be presented in Section 3.2.

**Lemma 2.8.** Let \( p \geq 2 \). Then
\begin{equation}
(2.41) \left\| \left( \sum_{(N, \nu) \in Q} |\mathcal{F}^{-1}[\chi_{N, \nu}] * f|^2 \right)^{\frac{1}{2}} \right\|_{L^p} \lesssim \| f \|_{L^p}.
\end{equation}
This Littlewood-Paley type estimate will allow us to return from a square function back to a regular norm. Lemma 2.8 is due to Carleson. Proofs can be found in [5] and [16]. With this formulation, the lemma is relatively easy to verify since the decomposition is equally spaced and the cutoff functions are merely translations of each other.

We now proceed with the calculation. We begin with the \( p_0 \) bound, assuming \( M \geq 2^j \).

\[
\left\| \sum_{N,\nu} \mathcal{F}^{-1} [\Phi_{M,N,\nu} \varphi_j] \ast f \right\|_{L^{p_0}} = \left\| \sum_{N,\nu} \mathcal{F}^{-1} [\Phi_{M,N,\nu} \varphi_j] \ast f_{N,\nu} \right\|_{L^{p_0}}
\]

\[
\leq 2^{j(M-1)} \left( \frac{1}{2^j} \right) 2^{j\left( \frac{p_0}{2}\right) \left( \lambda^* (p_0) + \epsilon \right)} \left\| \sum_{N,\nu} \left| \mathcal{F}^{-1} [\Phi_{M,N,\nu} \varphi_j] \ast f_{N,\nu} \right|^2 \right\|_{L^{p_0}}^{\frac{1}{2}},
\]

\[
\left( \sum_{N,\nu} \left| \mathcal{F}^{-1} [\Phi_{M,N,\nu} \varphi_j] \ast f_{N,\nu} \right|^2 \right)^{\frac{1}{2}}_{L^{p_0}}
\]

\[
\left\| \sum_{N,\nu} \mathcal{F}^{-1} [\Phi_{M,N,\nu} \varphi_j] \ast f_{N,\nu} \right\|_{L^{p_0}}^{2}
\]

\[
= \left( \int \left\| \sum_{N,\nu} \mathcal{F}^{-1} [\Phi_{M,N,\nu} \varphi_j] \ast f_{N,\nu} \right|^2 \right)^{\frac{2}{p_0}}_{p_0}
\]

\[
= \sup_{\|\omega\|_{\frac{p_0}{2p_0}} \leq 1} \int \left( \sum_{N,\nu} \left| \mathcal{F}^{-1} [\Phi_{M,N,\nu} \varphi_j] \ast f_{N,\nu} \right|^2 \right) \omega.
\]

Let \( \|\omega\|_{\frac{p_0}{2p_0}} \leq 1 \). Then

\[
\int \left( \sum_{N,\nu} \left| \mathcal{F}^{-1} [\Phi_{M,N,\nu} \varphi_j] \ast f_{N,\nu} \right|^2 \right) \omega
\]

\[
\lesssim \sum_{m=0}^{\infty} 2^{-m} \int \sum_{N,\nu} \left| \frac{1}{|R_m|} \chi_{R_m} \ast f_{N,\nu} \right|^2 \omega,
\]

\[
\int \sum_{N,\nu} \left| \frac{1}{|R_m|} \chi_{R_m} \ast f_{N,\nu} \right|^2 \omega
\]

\[
\leq \int \sum_{N,\nu} \left( \int \frac{1}{|R_m|} \chi_{R_m}(y)dy \right)
\]

\[
\cdot \left( \int \frac{1}{|R_m|} \chi_{R_m}(x-y) f_{N,\nu}(y)^2 dy \right) \omega(x)dx
\]
(2.47) \[ \left\| \sum_{N,\nu} |f_{N,\nu}(y)|^2 \right\| \leq \int \frac{1}{|R_N|} \chi_{R_N}(x - y) \omega(x) \, dx \, dy \]

(2.48) \[ \leq \int \sum_{N,\nu} |f_{N,\nu}(y)|^2 M_{2^{-\frac{1}{2}} \frac{\omega(y)}{\omega(x)}} \, dy \]

(2.49) \[ \leq \left\| \sum_{N,\nu} |f_{N,\nu}|^2 \right\|^{\frac{1}{2}} \left\| M_{2^{-\frac{1}{2}} \frac{\omega}{\omega(x)}} \right\| L_{L^p}, \]

(2.50) \[ \lesssim \|f\|_L^2 \left( 2^{M\left(\frac{1}{p} + \epsilon\right)} \right)^{\frac{1}{2^d}}, \]

(2.51) \[ \left\| \sum_{\nu \in \mathcal{V}} \sum_{N \in \mathcal{S}_M} \mathcal{F}^{-1}[\widetilde{\Phi}_{M,N,\nu}\varphi_j] \ast f \right\|_{L^p} \]

\[ \lesssim 2^{j \left( \frac{1}{p} - 1 \right) \left( 2^{-\frac{1}{2}} \frac{\omega(y)}{\omega(x)} \right)} \left( \sum_{\nu \in \mathcal{V}} \left\| \mathcal{F}^{-1}[\widetilde{\Phi}_{M,N,\nu}\varphi_j] \ast f \right\|_{L^p} \right). \]

Line (2.46) is an application of the Cauchy-Schwartz inequality. In line (2.50), we use the fact that \( \frac{1}{2}(1 - \frac{1}{2^d}) = -\lambda^*(p) \).

(2.50) follows by interpolation between (2.51) and the assumed bound at \( p_c \).

Now assume \( j \leq M \leq 2j \). Here we must change our decomposition slightly. We still wish to decompose into square plates (so that the maximal function is as efficient as possible); however, now the “height” of our truncated cone is less than \( 2^{-\frac{1}{2}} \). Instead we decompose into plates which are \( 2^{-M} \) thick and \( 2^{-j} \) in every other direction.

(2.52) \[ \widetilde{S}_M = \{ N = \{ N_1, \ldots, N_d-1 \} : -2^j \leq N_n \leq 2^j \text{ for all } n = 1, \ldots, d-1 \}, \]

(2.53) \[ \widetilde{\Phi}_{M,N}(\xi) = \varphi(2^M h(\xi)) \prod_{n=1}^{d-1} \chi \left( 2^j \left( \frac{\xi_n}{\xi_{d+1}} - \frac{N_n}{2^j} \right) \right) \psi_0(\xi'), \]

(2.54) \[ \varphi(2^M h(\xi)) \varphi_j(\xi) \psi_0(\xi') = \sum_{N \in \mathcal{S}_M} \widetilde{\Phi}_{M,N}(\xi) \varphi_j(\xi). \]

Note that the terms \( \widetilde{\Phi}_{M,N,\nu}\varphi_j \) are supported in rectangular plates lying against the cone with dimensions

\[ 2^{-M} \times 2^{-j} \times \cdots \times 2^{-j}, \]

We use slight variations on Lemmas (2.6) and (2.7).

Similar to the \( \chi_{Q_N} \) terms from Lemma (2.6) which defined a decomposition into cubes of side \( 2^{-\frac{1}{2}} \) on the Fourier side, we now define new functions \( \chi_{\tilde{N}} \). These new functions are defined in the same way, except for cubes of side \( 2^{-j} \). Note that since the truncated cone is just \( 2^{-j} \) high, we do not need the \( \nu \) decomposition in \( \xi_{d+1} \).

Lemma 2.9. Let \( p \geq \frac{2(d+1)}{d-1} \). Let

\[ Q' = \{ N : \text{supp}(\chi_N) \cap \text{supp}(\varphi(2^M h(\cdot)) \varphi_j) \neq \emptyset \}. \]

Then

(2.55) \[ \left\| \sum_{N \in Q'} \mathcal{F}^{-1}[\chi_N] \ast f \right\|_{L^p} \lesssim 2^{j(\lambda^*(p) + \epsilon)} \left( \left\| \sum_{N \in Q'} |\mathcal{F}^{-1}[\chi_N] \ast f|^2 \right\|_{L^p} \right)^{\frac{1}{2}}. \]

In the future, we denote \( \mathcal{F}^{-1}[\chi_N] \ast f = \widetilde{f}_N \).
The proof is identical to that of Lemma 2.6 in Section 3.1.

**Lemma 2.10.** For fixed \( N \in \mathbb{Z}^{d-1} \), define

\[
\rho(\xi) = |\xi|, \\
\tilde{\xi}_0 = \text{center of supp}(\tilde{\Phi}_{M,N,\nu}\varphi_j), \\
u_d = \frac{1}{\sqrt{2}} \left( \nabla \rho(\tilde{\xi}_0) \right)_{-1} \\
u_{d+1} = \frac{1}{\sqrt{2}} \left( \nabla \rho(\tilde{\xi}_0) \right)_{1}, \\
\{u_i\}_{i=1}^{d-1} = \text{span}(\nabla \rho(\tilde{\xi}_0))_{0}.
\]

Assume \( j \leq M \leq 2j \). Then for every choice of integers \( p_1, \ldots, p_{d+1} \geq 0 \),

\[
|\mathcal{F}^{-1}[\tilde{\Phi}_{M,N}\varphi_j]| \lesssim 2^{-jd}2^{-M} \prod_{i=1}^{d-1} \frac{1}{(1 + |2^{-j}u_i \cdot x|)^{p_i}}
\]

(2.56)

\[
\lesssim \sum_{m=0}^{\infty} 2^{-m} \frac{1}{|R_m|^\nu} \chi_{R_m}(x)
\]

(2.57)

where \( R_m = \{ x : |u_d \cdot x| \leq 2^m 2^M, |u_{d+1} \cdot x| \leq 2^m 2^j, |u_i \cdot x| \leq 2^m 2^j \text{ for } 1 \leq i \leq d-1 \} \).

The proof is the same as that of Lemma 2.7.

Now we simply follow the proof of the \( M \geq 2j \) case, using these new lemmas. Note that the Nikodym maximal function for light rays will now have index \( 2^{M-j} \) (this is the eccentricity of tubes dual to our new plates):

\[
\left\| \sum_N \mathcal{F}^{-1}[\tilde{\Phi}_{M,N}\varphi_j] \ast f \right\|_{L^{p_0}} \lesssim \sum_N |\mathcal{F}^{-1}[\tilde{\Phi}_{M,N}\varphi_j] \ast \tilde{f}_N|^{\frac{1}{2}}
\]

(2.58)

\[
\lesssim 2^{j\lambda^\nu(p_0)} \left\| \left( \sum_N |\mathcal{F}^{-1}[\tilde{\Phi}_{M,N}\varphi_j] \ast \tilde{f}_N|^2 \right)^{\frac{1}{2}} \right\|_{L^{p_0}}
\]

(2.59)

\[
= \left( \int \left( \sum_N |\mathcal{F}^{-1}[\tilde{\Phi}_{M,N}\varphi_j] \ast \tilde{f}_N|^2 \right)^{\frac{1}{2}} \right)^2
\]

(2.60)

\[= \sup_{\omega} \int_{\mathbb{R}^{d-1}} \left( \sum_N |\mathcal{F}^{-1}[\tilde{\Phi}_{M,N}\varphi_j] \ast \tilde{f}_N|^2 \right)^{\frac{1}{2}} \omega.
\]
Let \( \| \omega \|_{\left( \frac{p}{2} \right)^*} \leq 1 \). Then

\begin{equation}
\sup_{\| \omega \|_{\left( \frac{p}{2} \right)^*} \leq 1} \int \left( \sum_{N} |\mathcal{F}^{-1}\left[ \overline{\Phi}_{M,N} \varphi \right] * \tilde{f}_{N} |^2 \right) \omega \\
\lesssim \sum_{m=0}^{\infty} 2^{-m} \int \left( \sum_{N} \frac{1}{|R_{m}^{N}|} \chi_{R_{m}^{N}} * \tilde{f}_{N} \right) \omega, \\
\int \left( \sum_{N} \frac{1}{|R_{m}^{N}|} \chi_{R_{m}^{N}} * \tilde{f}_{N} \right) \omega \leq \int \sum_{N} \left( \int \frac{1}{|R_{m}^{N}|} \chi_{R_{m}^{N}}(y) dy \right)
\end{equation}

\begin{equation}
\cdot \left( \int \frac{1}{|R_{m}^{N}|} \chi_{R_{m}^{N}}(x-y) \tilde{f}_{N}(y)^2 dy \right) \omega(x) dx
\end{equation}

\begin{equation}
\leq \int \sum_{N} \tilde{f}_{N}(y)^2 \int \frac{1}{|R_{m}^{N}|} \chi_{R_{m}^{N}}(x-y) \omega(x) dx dy
\end{equation}

\begin{equation}
\leq \int \sum_{N} \tilde{f}_{N}(y)^2 M_{2-M} \omega(y) dy
\end{equation}

\begin{equation}
\leq \left\| \sum_{N} \tilde{f}_{N}^2 \right\|_{L^p_{0}} \left\| M_{2-M} \omega \right\|_{L^{\left( \frac{p}{2} \right)^*}}
\end{equation}

\begin{equation}
\lesssim \| f \|_{L^p_{0}}^2 2^{2(M-j)\lambda^*(p_0)} 2^{(M-j)a},
\end{equation}

\begin{equation}
\left\| \sum_{N \in S_{M}} \mathcal{F}^{-1}\left[ \overline{\Phi}_{M,N} \varphi \right] * f \right\|_{L^p_{0}} \leq 2^{M\lambda^*(p_0)} 2^{(M-j)a} \| f \|_{L^p_{0}}.
\end{equation}

As above, interpolation with the assumed bound at \( p = p_c \) yields (2.37). \( \square \)

2.3.3. Preparation of the multiplier. We now apply Propositions 2.3 and 2.5 to \( m_{jk} \). First we decompose \( m_{jk} \) into pieces to which the propositions can be applied. Let

\begin{equation}
\mu_{jk}(\xi) = m_{jk}(\xi) - \varphi(2^j(1 - |\xi'|)) \varphi(2^k(1 - |\xi_{d+1}|))(1 - |\xi'|)^\lambda
\end{equation}

\begin{equation}
\begin{cases}
\varphi(2^j(1 - |\xi'|)) \varphi(2^k(1 - |\xi_{d+1}|))(1 - |\xi_{d+1}|)^\lambda - (1 - |\xi'|)^\lambda & \text{if } |\xi_{d+1}| \geq |\xi'|, \\
0 & \text{if } |\xi_{d+1}| \leq |\xi'|.
\end{cases}
\end{equation}

Referring back to the proof of Lemma 2.4, we see that the multiplier we are subtracting,

\begin{equation}
\varphi(2^j(1 - |\xi'|)) \varphi(2^k(1 - |\xi_{d+1}|))(1 - |\xi'|)^\lambda,
\end{equation}
is nearly the same as the multipliers considered in Case (i). The only difference is that here $|k - j| \leq 1$, whereas in Case (i) $j \geq k + 2$. The same proof applies here, so

$$\|\varphi(2^j(1 - |\cdot|'))\varphi(2^k(1 - |\cdot|_{d+1}))| - |\cdot|')\|^\lambda_{M^p} \lesssim 2^j(-\lambda + \lambda^*(p) + \epsilon).$$

We can sum these terms for $|k - j| \leq 1$, $j \geq 2$, as long as $\lambda > \lambda^*(p) + \epsilon$.

Case (iii) is now reduced to finding a bound for $\|\mu_{jk}\|_{M^p}$.

Fix $j, k$ such that $|j - k| \leq 1$ and $j, k \neq 1$. Decompose the support of $\mu_{jk}$ in the following manner. Let $\phi \in C_0^\infty(\mathbb{R})$ be a function such that $\phi \equiv 1$ on $[\frac{1}{4}, 4]$ and $\text{supp} \phi \subset [\frac{1}{8}, 8]$. Let $\tilde{\varphi}(t) = \varphi(t)t$ and $\tilde{\phi}(t) = \phi(t)t^{\lambda-1}$. Then

\begin{align*}
(2.69) & \quad (1 - |\xi_{d+1}|)^\lambda - (1 - |\xi'|)^\lambda \\
& = \int_0^1 \lambda[1 - (t|\xi_{d+1}| + (1 - t)|\xi'|)]^{\lambda-1}(|\xi_{d+1}| - |\xi'|)|dt \\
(2.70) & \quad = \lambda|\xi_{d+1}||1 - |\xi'||\int_0^1 [1 - (t|\xi_{d+1}| + (1 - t)|\xi'|)]^{\lambda-1}dt, \\
(2.71) & \quad \varphi(2^{M}h(\xi))\mu_{jk}(\xi) \\
& = \varphi(2^{M}h(\xi))\varphi(2^j(1 - |\xi'|)) \\
& \quad \cdot \varphi(2^k(1 - |\xi_{d+1}|))(1 - |\xi_{d+1}|)^\lambda - (1 - |\xi'|)^\lambda] \\
(2.72) & \quad \varphi(2^{M}h(\xi))\varphi(2^j(1 - |\xi'|))\varphi(2^k(1 - |\xi_{d+1}|)) \\
& \quad \cdot \int_0^1 \left(\phi(2^j[1 - (t|\xi_{d+1}| + (1 - t)|\xi'|)](-\lambda)|\xi_{d+1}| \\
& \quad \left|1 - \frac{|\xi'|}{|\xi_{d+1}|}\right|1 - (t|\xi_{d+1}| + (1 - t)|\xi'|)^{\lambda-1}\right)dt \\
(2.73) & \quad = (-\lambda)|\xi_{d+1}|2^{-M}2^{-j(\lambda-1)}\varphi(2^{M}(h(\xi))) \varphi(2^j(1 - |\xi'|)) \\
& \quad \cdot \varphi(2^k(1 - |\xi_{d+1}|)) \int_0^1 \tilde{\phi}(1 - (t|\xi_{d+1}| + (1 - t)|\xi'|))dt \\
(2.74) & \quad \phi_{j,t}(\xi) = \varphi(2^j(1 - |\xi'|))\varphi(2^k(1 - |\xi_{d+1}|))\tilde{\phi}(1 - (t|\xi_{d+1}| + (1 - t)|\xi'|)).
\end{align*}

Since $|k - j| \leq 1$, $\phi_{j,t}$ as defined in (2.74) clearly satisfies the conditions for Propositions (2.30) and (2.30), with all derivative bounds uniform for $t \in [0, 1]$. The multiplier $-\lambda|\xi_{d+1}|$, when smoothly cut off outside of the cylinder, represents a nice bounded multiplier operator so we can disregard it. We can now complete the calculation.

Prior to proceeding, however, we note that with the relationship to the cone multiplier shown above, we can verify the following result of Luers [11], mentioned earlier in the introduction.

**Proposition 2.11.** If $d \geq 3$ and $\lambda^*(p) \geq 1$, then $S^\lambda$ is unbounded for all $\lambda$.

Set $k = 3$. Choose $\varphi \in C_0^\infty(\mathbb{R})$ so that the closure of the support of $\varphi$ is contained in the support of $\varphi$ ($\varphi$ as chosen just prior to line (2.5)), and so that $\varphi(t) \equiv 1$ for
t ∈ [\frac{1}{8}, \frac{3}{4}] (\varphi was chosen to be non-zero on the interval). Define a new operator $C$ by

$$\widehat{Cf}(\xi) = \left(1 - \frac{|\xi'|}{|\xi_{d+1}|}\right) \frac{1}{2^3} \varphi(2^3(1 - |\xi_{d+1}|)) \hat{f}(\xi).$$

This operator clearly has equivalent boundedness properties as the cone multiplier operator $C^\lambda$ defined in the introduction, with $\lambda = 1$. We define another new operator $\mathcal{E}$ as follows:

$$\varepsilon(\xi) = \varphi(2^3(1 - |\xi'|))\varphi(2^3(1 - |\xi_{d+1}|)) \cdot \int_0^1 \varphi(2^3(1 - (t|\xi_{d+1}| + (1 - t)|\xi'|))(-\lambda)|\xi_{d+1}| \cdot [1 - (t|\xi_{d+1}| + (1 - t)|\xi'|)]^{\lambda-1} dt,$$

$$\widehat{\mathcal{E}f}(\xi) = \varphi(2^3(1 - |\xi'|))\varphi(2^3(1 - |\xi_{d+1}|)) (\varepsilon(\xi))^{-1}.$$

Note that $\mathcal{E}$ has as its multiplier a nice Schwartz function, so $\mathcal{E}$ is trivially bounded for all $p$. Comparing the definition of $\mathcal{E}$ with (2.72), one sees that the composed operator $\mathcal{F}^{-1}[\mu_{3,3}\mathcal{E}\hat{f}]$ differs from $C$ only by a simple operator, which we will denote $\mathcal{I}$:

$$\widehat{\mathcal{I}f}(\xi) = \widehat{Cf}(\xi) - \mu_{3,3}\mathcal{E}\hat{f}(\xi).$$

$\mathcal{I}$ has for its multiplier the same multiplier as $C$, except bounded away from the light cone (which is the only place where $C$ is bad). One sees that $\mathcal{I}$ is also trivially a bounded operator for all $p$.

It is clear from the work done thus far that the boundedness of $S^\lambda$ implies the boundedness of the operator $\mathcal{F}^{-1}[\mu_{3,3}\hat{f}]$ and hence also the boundedness of $\mathcal{F}^{-1}[\mu_{3,3}\hat{f}]$. Therefore, it would also imply the boundedness of $C$. However, the necessary condition for the cone multiplier operator (see line (2.4)) is well known, and $C$ can only be bounded for $\lambda^*(p) < 1$. Thus we have the necessary condition $\lambda^*(p) < 1$ for boundedness of $S^\lambda$, independent of $\lambda$.

2.3.4. Applying Proposition 2.3 To establish the bound (2.15), we relate our multiplier to spherical Bochner-Riesz means in $\mathbb{R}^d$.

**Lemma 2.12.** Suppose $\eta \in \mathcal{C}_0^\infty(\mathbb{R}^d)$ is supported in a $\delta$-neighborhood of the set $\{\xi' \in \mathbb{R}^d : |\xi'| = t\}$, $\frac{1}{2} < t < 1$. Suppose $\eta$ satisfies the condition $|\nabla^n \eta| < C$ for all $0 \leq n \leq N$, where $N$ is a large constant. Assume that for all $\eta$ satisfying these conditions, we have

$$\|\eta\|_{M^p} \leq C' \delta^{-\lambda^*(p_0)+\varepsilon}$$

where $C'$ depends only on $C$, $p_0$, $N$ and $d$ (independent of $t$, $\eta$). Then

$$\|\varphi(2^M h(\cdot))\chi \left(2^M(1+\varepsilon) \left(\cdot + \frac{\nu}{2^M(1+\varepsilon)}\right)\right) \varphi_j\|_{M^p} \leq C_1 C_2 2^{M(\lambda^*(p_0)+\varepsilon)}.$$

**Proof.** We proceed by taking $\varphi(2^M h(\xi))$ and expanding it in a Taylor series in the $\xi_{d+1}$ variable around $\frac{\nu}{2^M(1+\varepsilon)}$. Denote $\chi_{\nu}(\xi_{d+1}) = \chi \left(2^M(1+\varepsilon) \left(\xi_{d+1} - \frac{\nu}{2^M(1+\varepsilon)}\right)\right)$. The proof follows from the properties of the spherical Bochner-Riesz means and the boundedness of $S^\lambda$.
Then
\[
(2.82) \quad \varphi(2^M h(\xi)) \chi_{\nu}(\xi_{d+1}) \varphi_j(\xi) = \chi_{\nu}(\xi_{d+1}) \varphi_j(\xi) \sum_{n=0}^{\infty} \frac{1}{n!} \frac{\partial^n}{\partial \xi_{d+1}^n} \left[ \varphi(2^M h(\xi)) \right] \bigg|_{\xi_{d+1}=\nu \left( \frac{\nu}{2M(1+\epsilon)} \right)^n}.
\]

Each derivative in the series loses $2^M$ but we gain $2^{-M(1+\epsilon)}$ due to the support of $\chi_{\nu}(\xi_{d+1})$. Therefore, we need only consider the first $N$ terms, which all clearly satisfy the $\eta$ condition. The $\varphi_j$ term can be absorbed into $\eta$, and the $\chi$ term represents a nice bounded operator (its kernel is $L^1$ independent of $M$).\[\square\]

With this lemma, we now have (2.15) for $p_0$ where the Bochner-Riesz conjecture is known in $\mathbb{R}^d$. Specifically, we have (2.15) for all $p_0$ when $d = 2$ (see [3], [4]) and for $d \geq 3$ we have it for $p_0 > 2 + \frac{4}{d}$ due to Lee [10].

For the bound (2.16), we use a trivial bound in $\mathbb{R}^2 \times \mathbb{R}$ and $\mathbb{R}^3 \times \mathbb{R}$, and the bound of Laba and Wolff [9] for $d \geq 4$.

For $d = 2$ and $d = 3$, we note that the same simple integration by parts argument used to show Lemma 2.7 also implies the following:
\[
\|F^{-1} [\Phi_{M,N} \varphi_j] \|_{L^1} \lesssim 1.
\]

The $L^1$ norm of the kernel bounds the operator norm (for all $p$) so we just add up the pieces:
\[
(2.83) \quad \|\varphi(2^M h(\xi)) \varphi_j\|_{M^\infty} \lesssim \sum_{N \in S_M} \Phi_{M,N} \varphi_j \|_{M^\infty}
\]
\[
(2.84) \quad \approx \sum_{N \in S_M} 1 \approx 2^{\frac{d}{2} \theta(d-1)} = 2^{M \Lambda^*(\infty)}.
\]

For $d \geq 4$, we use the following result of Laba and Wolff [9]. Let $\Gamma_N(C)$ denote the $C$-neighborhood of the cone segment $\{ \xi : 2^{-C} N \leq |\xi| \leq 2^C N \}$. For fixed large $N$, we take an open covering of $S^{d-1}$ by caps $\Theta$ of diameter about $N^{-\frac{1}{4}}$, and let $\Xi_\Theta$ be functions whose Fourier transforms restricted to $\Gamma_N(C)$ form a partition of unity, subordinate to $\{ \Theta \}$ in the natural way. If the support of $\hat{f}$ is contained in $\Gamma_N(1)$, we define
\[
\|f\|_{p,mic} = \left( \sum_{\Theta} \|\Xi_\Theta \ast f\|_p^p \right)^{\frac{1}{p}} \quad \text{for } 2 \leq p < \infty, \text{ and}
\]
\[
\|f\|_{\infty,mic} = \sup_{\Theta} \|\Xi_\Theta \ast f\|_{\infty}.
\]

**Theorem 2.13** (Laba and Wolff). The following estimate holds in $\mathbb{R}^d \times \mathbb{R}$ if $d \geq 3$, $p > p_d \overset{\text{def}}{=} \min(2 + \frac{8}{d-3}, 2 + \frac{32}{3d-7})$ and $\hat{f}$ is supported in $\Gamma_N(1)$:
\[
(2.85) \quad \forall \epsilon \exists C_\epsilon : \|f\|_p \leq C_\epsilon N^e N^{d(\frac{1}{2} - \frac{1}{p}) - \frac{1}{p}} \|f\|_{p,mic}.
\]
Our terms $\Phi_{M,N}$, after scaling by $2^M$, are supported on the cone $\Gamma_{2^M}(1)$. In the following $p_c > p_d$:

\[(2.86) \quad \| \mathcal{F}^{-1} [\varphi(2^M h(\xi)) \varphi_j] * f \|_{p_c} \leq 2^{M} 2^{M \lambda^*(p_c)} \left( \sum_{N \in S_M} \| \mathcal{F}^{-1} [\Phi_{M,N} \varphi_j] * f \|_{p_c} \right)^{\frac{1}{p_c}} \]

\[(2.87) \quad \leq 2^{M(\lambda^*(p_c)+\epsilon)} \| f \|_{p_c}. \]

Above, (2.86) follows from (2.83). (2.87) can be obtained easily by checking the $L^2$ and $L^\infty$ cases (using the bound from line (2.83)), then interpolating.

Line (2.87) and Lemma 2.12 provide the bounds one needs for Proposition 2.3.

We apply Proposition 2.3 in line (2.89). For $p_0 < p \leq p_c$, we have the following:

\[(2.88) \quad \sum_{|j-k| \leq 1} \| \mu_{jk} \|_{L^p} = \sum_{|j-k| \leq 1} \| \varphi(2^M h(\xi)) \mu_{jk} \|_{L^p} \]

\[(2.89) \quad \leq \sum_{j=1}^{\infty} \left( \sum_{M=2^j-1}^{\infty} 2^{-M} 2^{-j(\lambda - \frac{1}{2})} \left( \frac{1}{M} \right)^{(1-\frac{2}{p})} 2^{M(\lambda^*(p_c)+\epsilon)} \right) \]

\[(2.90) \quad \leq \sum_{j=1}^{\infty} \left( 2^{-j(\lambda - \lambda^*(p_c)+\epsilon)} \right). \]

For the sums to converge as indicated above, we require

\[(2.91) \quad \lambda^*(p) + \left( \frac{\frac{2}{p_0} - \frac{2}{p_c}}{\frac{2}{p_0} - \frac{2}{p_c}} \right) \left( 1 - \frac{2}{p_0} \right) + \epsilon < 1. \]

For specific dimensions, our results are as follows:

- In $\mathbb{R}^k \times \mathbb{R}$, $p_0 = 4$ and $p_c = \infty$. We have convergence for $\lambda > \lambda^*(p)$, $4 \leq p < \infty$.
- In $\mathbb{R}^k \times \mathbb{R}$, $p_0 = 2 + \frac{4}{d} = \frac{10}{3}$ and $p_c = \infty$. We have convergence for $\lambda > \lambda^*(p)$, $\frac{10}{3} < p < \infty$.
- In $\mathbb{R}^d \times \mathbb{R}$, $p_0 = 2 + \frac{4}{d} = 3$ and $p_c = 2 + \frac{32}{d-7} = \frac{42}{d-7}$. We have convergence for $\lambda > \lambda^*(p)$, $3 < p < 2 + \frac{6}{d-3} - \frac{4}{d-7} = \frac{12}{d-7}$.
- In $\mathbb{R}^d \times \mathbb{R}$ for $d \geq 5$, $p_0 = 2 + \frac{4}{d}$ and $p_c = 2 + \frac{8}{d-3}$. We have convergence for $\lambda > \lambda^*(p)$, $2 + \frac{4}{d} < p < 2 + \frac{6}{d-3} - \frac{4}{(d-3)(d+1)}$.

Note that $\lambda^*(2 + \frac{6}{d-3}) = 1$.

2.4 Applying Proposition 2.5 Throughout this section, we will assume $d \geq 4$ since Proposition 2.3 gave the best possible results for $d = 2, 3$ already. We have (2.84) with $q_0 = 2$ (so $p_0 = 4$) and $a = 0$ (no loss!) due to Mockenhaupt, Seeger, and Sogge [14]. Unfortunately, we can only use this result for $d = 4$ and $d = 5$ since $q_0 = (\frac{2}{p_0})'$ and we require that $p_0 \geq \frac{2(d+1)}{d-1}$. For $d \geq 6$, we use a different bound with $q_0 = \frac{d+1}{d-1}$ and $a = \frac{1}{d-1}$, which is due to Skarabot [17]. This is proved using Bourgain’s bush argument; an alternative variation of the bush argument is presented in [23]. Note that if $p_0 = \frac{2(d+1)}{d-1}$, then $q_0 = (\frac{p_0}{2})' = \frac{d+1}{2}$, so Skarabot’s result can be used in Proposition 2.5 for any dimension.
With Skarabot’s result and line (2.87), we can apply Proposition 2.5 (we use it in line (2.93) below). For $\frac{2(d+1)}{d-1} \leq p \leq p_c$, 

\begin{equation}
\sum_{|j-k| \leq 1} \|\mu_{jk}\|_{M^p} = \sum_{|j-k| \leq 1} \sum_{M=j-6}^{\infty} \varphi(2^M h(\xi)) \|\mu_{jk}\|_{M^p}
\end{equation}

\begin{equation}
\lesssim \sum_{j=1}^{\infty} \left( \frac{2^j}{D} \sum_{M=j-6}^{\infty} 2^{-M} \frac{a}{2^{j}} \left( M-j \right) \left( \frac{\frac{1}{p} - \frac{1}{p_0}}{p_0 - \frac{1}{p_c}} \right) \right) \left( \frac{\frac{1}{p} - \frac{1}{p_0}}{p_0 - \frac{1}{p_c}} \right)
\end{equation}

\begin{equation}
\lesssim \sum_{j=1}^{\infty} \left( 2^{-j} \left( \lambda - \lambda^*(p) - \epsilon \right) \right)
\end{equation}

provided we have the following two inequalities:

\begin{equation}
\left( \frac{a}{D} \right) \left( \frac{\frac{1}{p} - \frac{1}{p_0}}{p_0 - \frac{1}{p_c}} \right) + \lambda^*(p) + \epsilon < 1,
\end{equation}

\begin{equation}
\left( \frac{1}{2} \right) \left( \frac{\frac{1}{2} - \frac{1}{p_0}}{p_0 - \frac{1}{p_c}} \right) + \frac{a}{4} \left( \frac{\frac{1}{p} - \frac{1}{p_0}}{p_0 - \frac{1}{p_c}} \right) + \lambda^*(p) < 1.
\end{equation}

Note that the second inequality implies the first for $\frac{a}{D} < \frac{1}{2} \left( \frac{\frac{1}{p} - \frac{1}{p_0}}{p_0 - \frac{1}{p_c}} \right)$. This is true both for $a = \frac{1}{d+1}$, $p_0 = \frac{2(d+1)}{d-1}$ and for $a = 0$, $p_0 = 4$. It is interesting to note that (2.96) comes from the case where $M$ is much larger than $j$. When $M \gg j$, we are especially close to the light cone where the multiplier $n_\lambda$ is not smooth. This observation captures the fact that for $\lambda^*(p)$ near 1, the quality of our result depends directly on our knowledge of the cone multiplier (and truncated cone multipliers).

After working out the algebra, Proposition 2.5 provides the following results.

It turns out that even though we have a maximal function bound with $a = 0$ for $d = 4, 5$, it is still more efficient to use the $a = \frac{1}{d+1}$ bound. This is due to the fact that $\frac{2(d+1)}{d-1} < 4$. In this case, the gain from interpolating with a smaller $p_0$ exceeds the gain from having a better value for $a$.

- In $\mathbb{R}^4 \times \mathbb{R}$, $p_c = 2 + \frac{32}{d^2 - 7} = \frac{42}{5}$. With $p_0 = \frac{2(d+1)}{d-1}$ and $a = \frac{1}{d+1}$, we obtain convergence for $\lambda > \lambda^*(p)$, $\frac{2(d+1)}{d-1} < p < 2 + \frac{6}{d-3} - \frac{2}{17} = \frac{48}{17}$. With $a = 0$ and $p_0 = 4$, we obtain convergence for $4 < p < 2 + \frac{6}{d-3} - \frac{14}{17} = \frac{28}{17}$.
- In $\mathbb{R}^5 \times \mathbb{R}$, $p_c = 2 + \frac{8}{d-3} = 6$. With $p_0 = \frac{2(d+1)}{d-1}$ and $a = \frac{1}{d+1}$, we obtain convergence for $\lambda > \lambda^*(p)$, $\frac{2(d+1)}{d-1} < p < 2 + \frac{6}{d-3} - \frac{2}{17} = \frac{48}{17}$. With $a = 0$ and $p_0 = 4$, we obtain convergence for $4 < p < 2 + \frac{6}{d-3} - \frac{14}{17} = \frac{28}{17}$.
- In $\mathbb{R}^d \times \mathbb{R}$ for $d \geq 6$, $p_0 = \frac{2(d+1)}{d-1}$, $a = \frac{1}{d+1}$ and $p_c = 2 + \frac{8}{d-3}$. We have convergence for $\lambda > \lambda^*(p)$, $\frac{2(d+1)}{d-1} < p < \frac{8d^2 + 2d - 6}{4d^2 - 11d - 3} = 2 + \frac{6}{d-3} - \frac{6}{(4d+1)(d-3)}$. 

Note that for \( d \) large, we were off of the best value of \( 2 + \frac{6}{d-3} \) by \( \sim \frac{4}{d^2} \) using Proposition 2.3. Now we lose only \( \sim \frac{3}{2}d^2 \), which is a significant improvement.

Together, the two sets of ranges for \( p \) from Propositions 2.3 and 2.5 provide the ranges stated in \( \text{1} \).

2.5. Case (iv) \( (k,j) \in \{(1,1), (1,2), (2,1)\} \), the center.

**Lemma 2.14.**

\[
\| F^{-1}[m_{11} + m_{12} + m_{21}] * f \|_{L^p} \lesssim \| f \|_{L^p}
\]

for all \( f \in L^p(\mathbb{R}^d \times \mathbb{R}) \), \( 1 < p < \infty \) and \( \lambda > 0 \).

**Proof.** In this region we use the following theorem of Seeger [15] to extend our result to the origin. The theorem applies with \( \varphi \) defined as in the rest of this paper.

**Theorem 2.15** (Seeger). Suppose that \( m \) is a bounded function which satisfies for some \( p \), \( 1 < p < \infty \), \( \epsilon > 0 \),

\[
\sup_{t > 0} \| \varphi(|\cdot|)m(t\cdot) \|_{M^p} \leq A,
\]

\[
\sup_{t > 0} \int_{|x| \geq w} |\mathcal{F}^{-1}[\varphi(|\cdot|)m(t\cdot)](x)| dx \leq B(1 + w)^{-\epsilon}.
\]

Then

\[
\| \mu \|_{M^p} \lesssim A[\log(2 + B/A)]^{1/2}.
\]

We begin by decomposing the multiplier in this region similarly to the way we did in \( \text{2.3} \). Note we work with \( \mu_{11} \) and the other two multipliers are similar:

\[
\mu_{11}(\xi) = \sum_{M=0}^{\infty} \varphi(2^M h(\xi))[(1 - |\xi_{d+1}|)^\lambda - (1 - |\xi'|^\lambda)]\varphi_1(|\xi'|)\varphi_1(|\xi_{d+1}|).
\]

Denote the terms in the sum \( \mu_M(\xi) \). By analyzing the multiplier \( \varphi(|\cdot|)\mu_M(t\cdot) \), we can obtain boundedness results for \( \mu_{11} \). First we note that due to the support of \( \mu_M \), \( \varphi(|\cdot|)\mu_M(t\cdot) \) is only non-zero if \( t < 2 \). By analyzing derivatives of the multiplier and using the fact that \( t \) is bounded, we see that

\[
\sup_{t > 0} \| \varphi(|\cdot|)\mu_M(t\cdot) \|_{L^2} \leq C_\alpha 2^{-M} \quad \text{independent of } t.
\]

We use this bound for the condition \( \text{2.98} \) in Theorem 2.15.

We obtain a bound of the form on \( \text{2.99} \) by doing integration by parts \( d + 2 \) times. Note that in the integration by parts we lose at most \( 2^M \) on each derivative since that is the loss in the multiplier’s worst direction. We begin by defining the
set $\Omega^\omega_j$:

$$(2.100) \quad \Omega^\omega_j = \{ \xi \in \mathbb{R}^d \times \mathbb{R}, |\xi| > \omega \text{ and } |\xi_j| = \max_{k=1,\ldots,d+1} |\xi_k| \},$$

and

$$(2.101) \quad \sup_{t>0} \int_{|x|>\omega} |\mathcal{F}^{-1}[\varphi(\cdot)\mu_M(t\cdot)](x)|dx \lesssim \sup_{t>0} \int_{|x|>\omega} \left| \int e^{ix\cdot\xi} \varphi(\cdot)\mu_M(t\xi)d\xi \right|dx$$

$$(2.102) \quad \lesssim \sup_{t>0} \sum_{j=1}^{d+1} \int_{\Omega^\omega_j} \int \frac{\partial^{d+1} \varphi(\cdot)\mu_M(t\cdot)(\xi)}{|x_j|^{d+2}}d\xi dx$$

$$(2.103) \quad \lesssim \sup_{t>0} \sum_{j=1}^{d+1} \int_{\Omega^\omega_j} \frac{2^{M(d+1)}\chi_{\text{supp}(\varphi(\cdot)\mu_M(t\cdot))}(\xi)}{|x_j|^{d+2}}dx$$

$$(2.104) \quad \lesssim 2^{(d+1)M}(1+\omega)^{-\varepsilon} \quad \text{independent of } t.$$ 

We then obtain a good bound on each $\mu_M$ and can sum in $M$,

$$\|\mu_M\|_{M^p} \lesssim 2^{-M \left[ \log \left( 1 + \frac{2^{(d+1)M}}{2^{-M}} \right) \right]^{\frac{1}{p}}}$$

$$\lesssim M^{\frac{1}{p} - \frac{1}{2}} 2^{-M}$$

$$\Rightarrow \|\mu_{11}\|_{M^p} \lesssim \sum_{M=0}^{\infty} M^{\frac{1}{p} - \frac{1}{2}} 2^{-M} < \infty.$$ 

This bound on $\|\mu_{11}\|_{M^p}$ applies for $1 < p < \infty$ and for all $\lambda > 0$. 

Combining the results of the four cases completes the proofs for Theorems 1.1, 1.2, 1.3 and 1.4. It remains only to verify the lemmas which we have stated.

3. PROOFS OF THE LEMMAS

Here we present proofs for Lemmas 2.6, 2.7 and 2.10 and the Nikodym maximal function bound used in 2.3.

3.1. Proof of Lemma 2.6. Recall that $\chi_{N,\nu} = \tilde{\chi}_Q(\xi^\nu)\tilde{\chi}_{\nu}(\xi_{d+1})$. For generality, denote the radius of the cube where $\chi_{N,\nu}$ is supported by $\delta$ and let $R = \frac{1}{\delta} \left( \delta = 2^{\frac{j}{2}} \right)$ in Lemma 2.9 and $\delta = 2^{-j}$ in Lemma 2.10. $Q$ was defined to be the cubes in the sum which intersected the support of $\varphi(2^Mh(\cdot))\varphi_j$. The union of these cubes will form a $\delta$-neighborhood of this support, which is in the shape of a truncated cone. Also note that for a fixed $\nu$ (so $|\xi_{d+1}| \sim \frac{\nu}{2^{M\nu}}$), the union of the cubes corresponding to $\nu$ will form a “ring”, a $\delta$-neighborhood of a lower dimensional sphere $S^{d-1}$ with radius between $\frac{1}{2}$ and 1 depending linearly on $\nu$.

We follow an argument which is attributed to Stein and can be found in [7].
Proof: To show (2.38), it is sufficient to show the following dual inequality for \( p \leq \frac{2(d+1)}{d+3} \):

\[
\| \left( \sum |\mathcal{F}^{-1}[\chi_{N,v}] \ast f|^2 \right)^{\frac{1}{2}} \|_p \lesssim (\text{card}(\mathcal{V}))^{\frac{1}{2} - \frac{1}{p}} R^{\lambda^*(p') + \epsilon} \|f\|_p.
\]

Note that we have a bound on the kernels,

\[
|\mathcal{F}^{-1}[\chi_{N,v}](x - y)| \leq C_N \frac{R^{-(d+1)}}{(1 + \frac{|x - y|}{R})^N}.
\]

We may assume that \( \mathcal{F}^{-1}[\chi_{N,v}] \ast f \) is supported in a cube \( \tilde{Q} = \tilde{Q}' \times \tilde{Q}_{d+1} \) in \( \mathbb{R}^d \times \mathbb{R} \) of radius \( R^{1+\epsilon} \). Outside of the cube we can use the above bound to gain an arbitrary power of \( R \).

In the following, let \( f_v = \mathcal{F}^{-1}[\chi_v(\xi_{d+1})\hat{f}] \). Let \( \mathcal{F}_\xi = \int_{\mathbb{R}^d} e^{ix' \cdot \xi} f(x) dx' \) denote the partial Fourier transform in the first \( d \) variables:

\[
\left\| \left( \sum |\mathcal{F}^{-1}[\chi_{N,v}] \ast f|^2 \right)^{\frac{1}{2}} \right\|_p = \int_{\tilde{Q}} \left( \sum_{N} \sum_{v \in \mathcal{V}} |\mathcal{F}^{-1}[\chi_{N,v}] \ast f(x)|^2 \right)^{\frac{1}{2}} dx
\]

(3.2) \[ \lesssim |\tilde{Q}|^{1 - \frac{2}{p}} \left( \int_{\tilde{Q}} \sum_{N} \sum_{v \in \mathcal{V}} |\mathcal{F}^{-1}[\chi_{N,v}] \ast f(x)|^2 dx \right)^{\frac{1}{2}} \]

(3.3) \[ = |\tilde{Q}|^{1 - \frac{2}{p}} \left( \sum_{v \in \mathcal{V}} \int_{\tilde{Q}_{d+1}} \int_{\mathbb{R}^d} \sum_{N} |\tilde{\chi}_Q(\xi')\mathcal{F}_\xi[f_v](\xi', x_{d+1})|^2 d\xi' dx_{d+1} \right)^{\frac{1}{2}} \]

(3.4) \[ \lesssim |\tilde{Q}|^{1 - \frac{2}{p}} \left( \sum_{v \in \mathcal{V}} R^{-1} \int_{\tilde{Q}_{d+1}} \left( \int_{\mathbb{R}^d} |f_v|^p dx' \right)^{\frac{1}{p}} dx_{d+1} \right)^{\frac{1}{2}} \]

(3.5) \[ = R^{p\lambda^*(p') + \epsilon} R^{\frac{1}{p} - \frac{1}{2}} \left( \int_{\tilde{Q}_{d+1}} \sum_{v \in \mathcal{V}} \left( \int_{\mathbb{R}^d} |f_v|^p dx' \right)^{\frac{1}{p}} dx_{d+1} \right)^{\frac{1}{2}}. \]

In line (3.2) we are using Hölder’s inequality. (3.3) is an application of Plancherel in the first \( d \) variables. Then in (3.4) we apply the Tomas-Stein restriction theorem for \( \mathbb{R}^d \) [18]. The \( R^{-1} \) factor comes from the thickness of the annulus in \( \mathbb{R}^d \). Since \( \lambda^*(p') = \lambda^*(p) \), it remains to show that

\[
\left( \int_{\tilde{Q}_{d+1}} \sum_{v \in \mathcal{V}} \left( \int_{\mathbb{R}^d} |f_v|^p dx' \right)^{\frac{1}{p}} dx_{d+1} \right)^{\frac{1}{p}} \lesssim \left( \frac{\text{card}(\mathcal{V})}{R} \right)^{\frac{1}{p} - \frac{1}{2}} R^{\epsilon} \|f\|_{L^p(\mathbb{R}^d \times \mathbb{R})}.
\]

We show this estimate for \( p = 1 \) and \( p = 2 \), then interpolate. For \( p = 2 \), the estimate is trivial by Plancherel’s theorem. For \( p = 1 \), first we make the following
observations of $\chi_\nu$ and $f_\nu$:

\begin{equation}
\chi_\nu(\xi_{d+1}) = \chi \left( R \left( \xi_{d+1} - \frac{\nu}{R} \right) \right),
\end{equation}

\begin{equation}
|\mathcal{F}^{-1}[\chi_\nu](x_{d+1})| = \left| \frac{1}{R} \mathcal{F}^{-1}[\chi](\frac{x_{d+1}}{R}) \right|,
\end{equation}

\begin{equation}
|f_\nu(x)| = \left| \int_\mathbb{R} \mathcal{F}^{-1}[\chi_\nu](x_{d+1} - y_{d+1}) f(x', y_{d+1}) dy_{d+1} \right|
\end{equation}

\begin{equation}
\lesssim \left( \int_\mathbb{R} \left| \frac{1}{R} \mathcal{F}^{-1}[\chi](\frac{x_{d+1} - y_{d+1}}{R}) \right|^{p'} dy_{d+1} \right)^{\frac{1}{p'}} \cdot \left( \int_\mathbb{R} |f(x', y_{d+1})|^{p'} dy_{d+1} \right)^{\frac{1}{p'}}
\end{equation}

\begin{equation}
= \frac{1}{R^\frac{d+1}{2}} \|\mathcal{F}^{-1}[\chi]\|_{L^p(\mathbb{R})} \left( \int_\mathbb{R} |f(x', y_{d+1})|^{p'} dy_{d+1} \right)^{\frac{1}{p'}}
\end{equation}

\begin{equation}
\left( \int_{Q_{d+1}} \sum_{\nu \in \mathbb{V}} \left( \int_{\mathbb{R}^d} \int_\mathbb{R} |f(x', y_{d+1})| dy_{d+1} dx' \right)^2 dx_{d+1} \right)^{\frac{1}{2}}
\end{equation}

\begin{equation}
\lesssim \left( \int_{Q_{d+1}} \sum_{\nu \in \mathbb{V}} \left( \frac{1}{R} \int_{\mathbb{R}^d} \int_\mathbb{R} |f(x', y_{d+1})| dy_{d+1} dx' \right)^2 dx_{d+1} \right)^{\frac{1}{2}}
\end{equation}

\begin{equation}
= \frac{1}{R} \left( \int_{Q_{d+1}} \sum_{\nu \in \mathbb{V}} \|f\|_{L^1(\mathbb{R}^d \times \mathbb{R})}^2 dx_{d+1} \right)^{\frac{1}{2}}
\end{equation}

\begin{equation}
\lesssim \frac{1}{R} \left( R^{1+\epsilon}(\text{card}(\mathbb{V})) \|f\|_{L^1(\mathbb{R}^d \times \mathbb{R})}^2 \right)^{\frac{1}{2}}
\end{equation}

\begin{equation}
\lesssim \frac{1}{R^d} \mathcal{R}(\text{card}(\mathbb{V})) \|f\|_{L^1(\mathbb{R}^d \times \mathbb{R})}^2
\end{equation}

The estimate (3.6) follows by interpolation. This completes the proof for functions supported in $Q$. A standard argument, using the gain in (3.1), extends this proof to the general situation.\hfill \Box

### 3.2. Proofs of Lemmas 2.7 and 2.10

**Proof.** We begin with the proof of Lemma 2.7. We use integration by parts to bound the kernel $\mathcal{F}^{-1}(\Phi_{M,N,\nu,\varphi_j})$ in $d+2$ regions, $\Omega_l$, $l = 0 \ldots d+1$:

\begin{align*}
\Omega_0 &= \left\{ x : \text{max} \left\{ \frac{u_1 \cdot x}{2^M}, \ldots, \frac{u_{d-1} \cdot x}{2^M}, \frac{u_d \cdot x}{2^M}, \frac{u_{d+1} \cdot x}{2^M} \right\} < 2 \right\}, \\
\Omega_l &= \left\{ x : \frac{u_l \cdot x}{2^M} > \frac{1}{2} \text{max} \left\{ \frac{u_1 \cdot x}{2^M}, \ldots, \frac{u_{d-1} \cdot x}{2^M} \right\} \right\} \quad \text{for } 1 \leq l \leq d-1,
\end{align*}

where $x \not\in \frac{1}{2}\Omega_0$.
\[ \Omega_d = \left\{ x : \frac{|u_d \cdot x|}{2M} > \frac{1}{2} \max \left\{ \frac{|u_1 \cdot x|}{2M}, \ldots, \frac{|u_{d-1} \cdot x|}{2M}, \frac{|u_{d+1} \cdot x|}{2M} \right\}, x \notin \frac{1}{2} \Omega_0 \right\}, \]

\[ \Omega_{d+1} = \left\{ x : \frac{|u_{d+1} \cdot x|}{2M} > \frac{1}{2} \max \left\{ \frac{|u_1 \cdot x|}{2M}, \ldots, \frac{|u_{d-1} \cdot x|}{2M}, \frac{|u_d \cdot x|}{2M} \right\}, x \notin \frac{1}{2} \Omega_0 \right\}. \]

Now we apply integration by parts to make our \( d + 2 \) estimates. In the first region, \( \Omega_0 \), we just use the size estimate of \( \text{supp}(\Phi_{M,N,\nu}\varphi_j) \):

\[ \left| \int e^{ix\xi} \Phi_{M,N,\nu}(\xi) \varphi_j(\xi) d\xi \right| \lesssim \int_{\text{supp}(\Phi_{M,N,\nu})} 1 d\xi \lesssim 2^{-M} 2^{-\frac{d}{2}(d)} \]

On \( \Omega_l, 1 \leq l \leq d + 1 \), we integrate by parts \( d + 2 \) times in the dominant direction. For \( 1 \leq l \leq d - 1 \), as expected, the derivatives of \( \Phi_{M,N,\nu} \) in the \( u_l \)-direction each cause a loss of \( 2^{\frac{d}{2}} \), while derivatives of \( \varphi_j \) always lose \( 2^l \):

\[ \left| \int e^{ix\xi} \Phi_{M,N,\nu}(\xi) \varphi_j(\xi) d\xi \right| \leq \frac{1}{(u_l \cdot x)^{d+2}} (u_l \cdot \nabla)^{d+2} \Phi_{M,N,\nu}(\xi) \varphi_j(\xi) d\xi \lesssim \frac{1}{(u_l \cdot x)^{d+2}} \int_{\text{supp}(\Phi_{M,N,\nu})} 2^{\frac{d}{2}(d+2)} d\xi \lesssim \frac{1}{(2^{-\frac{d}{2} u_l \cdot x})^{d+2}} 2^{-\frac{d}{2} d^2} 2^{-M} \]

Similar bounds follow for the \( x \) in \( \Omega_d \) and \( \Omega_{d+1} \):

\[ \left| \int e^{ix\xi} \Phi_{M,N,\nu}(\xi) \varphi_j(\xi) d\xi \right| \lesssim \frac{1}{(2^{-M} u_l \cdot x)^{d+2}} 2^{-\frac{d}{2} d^2} 2^{-M} \]

\[ \left| \int e^{ix\xi} \Phi_{M,N,\nu}(\xi) \varphi_j(\xi) d\xi \right| \lesssim \frac{1}{(2^{-\frac{d}{2} u_{d+1} \cdot x})^{d+2}} 2^{-\frac{d}{2} d^2} 2^{-M} \]

The lemma follows directly from these estimates.

The proof of Lemma 2.10 is identical. We use the same decompositions and calculations, excepting a few small changes. Derivatives in the directions which lost \( 2^{\frac{d}{2}} \) before now lose \( 2^l \), and the size of the support of \( \Phi_{M,N,\nu} \varphi_j \) is \( 2^{-M} 2^{-M} \) instead of \( 2^{-\frac{d}{2}} d^2 - M \). We also would have to redefine the \( \Omega_l \)’s by replacing \( \frac{u \cdot x}{2M} \) terms with \( \frac{u \cdot x}{2M} \).

3.3. Estimate for the Nikodym maximal function for light rays. Here we present a variation of Bourgain’s bush argument [1]. Skarabot showed this same bound [17] by using the bush argument to show a \( L^{\frac{d+1}{2d}} \rightarrow L^{d+1} \) bound, then deducing the \( L^p \rightarrow L^p \) bound. We directly derive the \( L^{\frac{d+1}{2d}} \rightarrow L^{\frac{d+1}{2d}} \) bound.

Proof. Since this maximal function uses averages over tubes which are of length 1 and \( \delta \) in diameter, it only acts locally. We are able to assume that the input function \( f \) and the output \( M_{\delta} f \) are supported on a cube of sidelength 4. We are also able to prove a result in just the first \( d \) variables, as we will be able to integrate out the final variable. We verify the following proposition.

Proposition 3.1. Let \( 2 \leq p \leq d \). Let \( E \) be a set contained in the unit cube. Then

\[ \left| \{ x' : M_{\delta} \chi_E(x', x_{d+1}) > \lambda \} \right| \lesssim \left( \frac{\delta^{1-\frac{d}{p} - \delta - \alpha} \|E\|_p}{\lambda} \right)^p \]
where

\[
\alpha = \begin{cases} 
\frac{1}{2p} & \text{if } p \leq \frac{d+1}{2}, \\
1 - \frac{d}{2p} & \text{if } p \geq \frac{d+1}{2}.
\end{cases}
\]

By using interpolation on this restricted weak-type bound, we obtain the bound in (2.34) with \( a = \frac{1}{d+1} \) and \( q_0 = \frac{d+1}{2} \).

Let \( \Omega_\lambda = \{ x' : M_\delta \chi_E(x',x_{d+1}) > \lambda \} \). We begin by taking a maximal \( \delta \)-separated subset \( u_1, \ldots, u_N \) of \( \Omega_\lambda \). Note that \( |\Omega_\lambda| \leq N\delta^{-d} \). For each \( u_\gamma \), we choose a tube \( R_\gamma \), with dimensions \( \delta \times \cdots \times \delta \times 1 \) and pointing along a light ray, which satisfies

\[
\frac{1}{|R_\gamma|} \int_{R_\gamma} \chi_E = \frac{|E \cap R_\gamma|}{|R_\gamma|} > \lambda.
\]

By using our \( N\delta^{-d} \) bound and isolating \( |E| \) in (3.16), it suffices to show

\[
(3.17) \quad |E| \gtrsim N\delta^{2d-p+\alpha p + \epsilon} \lambda^p.
\]

We now separate into two cases: When there is no point \((x',x_{d+1})\) contained in more than \( \mu = \lambda^{1-p}\delta^{p-d-\alpha p} \) tubes \( R_\gamma \), and when there is such a point. Note that the result is trivial if \( \lambda > 1 \), so we will assume \( \lambda \leq 1 \).

In the first case, we have the following estimate:

\[
|E| \geq \sum_\gamma \int_\gamma \chi_E \frac{|E \cap R_\gamma|}{|R_\gamma|} \mu
\]

\[
\approx \sum_\gamma \frac{|E \cap R_\gamma|}{|R_\gamma|} \delta^d \mu
\]

\[
\gtrsim \frac{N\lambda\delta^d}{\mu}
\]

\[
= \frac{N\delta^{2d-p+\alpha p + \epsilon} \lambda^p}{\mu}
\]

Note that for \( \lambda < \delta \), we can verify (4.10) using \( \mu = C \delta^{-(d-1)} \). Due to the fact that the tubes must be in the direction of light rays, \( C \delta^{-(d-1)} \) is the most tubes which could possibly intersect at a point (with \( C \) depending only on \( d \)). So from now on we assume that \( \delta \leq \lambda \leq 1 \).

For the second case, let \( x_0 \) be a point contained in at least \( \mu \) tubes. We consider the tubes \( \tilde{R}_\gamma \) which contain \( x_0 \). Let \( B(x_0, \frac{\lambda}{C_0}) \) be the ball around \( x_0 \) of radius \( \frac{\lambda}{C_0} \). Then for \( C_0 \) sufficiently large,

\[
|(\tilde{R}_\gamma \cap E) \setminus B(x_0, \frac{\lambda}{C_0})| \gtrsim \lambda \delta^d.
\]

Observe that \( (\tilde{R}_\gamma \cap E) \setminus B(x_0, \frac{\lambda}{C_0}) \) and \( (\tilde{R}_{\gamma'} \cap E) \setminus B(x_0, \frac{\lambda}{C_0}) \) are disjoint if the angle between \( \tilde{R}_\gamma \) and \( \tilde{R}_{\gamma'} \) is \( \geq \frac{\delta}{4} \). There at most \( \lambda^{1-d} \) tubes containing \( x_0 \) which are
within an angle $\frac{\delta}{\lambda}$ of $\bar{R}_\gamma$, so we have the following:

(3.21) \[ |E| \gtrsim \frac{\mu}{\lambda^{1-H}} (\lambda \delta^d) \]
(3.22) \[ = \mu \lambda^d \delta^d \]
(3.23) \[ = N \delta^{2d-p+\alpha p} \lambda^p \left( \frac{\mu}{N \lambda^{p-d} \delta d - p + \alpha p} \right) \]
(3.24) \[ \frac{\mu}{N \lambda^{p-d} \delta d - p + \alpha p} = \frac{1}{\lambda} \lambda^{-2p+d+1} \delta^{2p-2d-2p\alpha} \]
(3.25) \[ \gtrsim \lambda^{-2p+d+1} \delta^{2p-d-2p\alpha}. \]

In (3.25) we used the fact that $N \lesssim \delta^{-d}$. We are done once we show

\[ \lambda^{-2p+d+1} \delta^{2p-d-2p\alpha} \gtrsim 1. \]

For $p \leq \frac{d+1}{2}$, $\alpha = \frac{1}{2p}$,

\[ \lambda^{-2p+d+1} \delta^{2p-d-2p\alpha} \gtrsim \delta^{-2p+d+1} \delta^{2p-d-1} \]
\[ = 1. \]

For $p \geq \frac{d+1}{2}$, $\alpha = 1 - \frac{d}{2p}$,

\[ \lambda^{-2p+d+1} \delta^{2p-d-2p\alpha} \gtrsim 1^{-2p+d+1} \delta^{2p-d-(2p-d)} \]
\[ = 1. \]

\[ \square \]
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