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ABSTRACT. We investigate a remarkable new planar piecewise isometry whose generating map is a permutation of four cones. For this system we prove the coexistence of an infinite number of periodic components and an uncountable number of transitive components. The union of all periodic components is an invariant pentagon with unequal sides. Transitive components are invariant curves on which the dynamics are conjugate to a transitive interval exchange. The restriction of the map to the invariant pentagonal region is the first known piecewise isometric system for which there exist an infinite number of periodic components but the only aperiodic points are on the boundary of the region. The proofs are based on exact calculations in a rational cyclotomic field. We use the system to shed some light on a conjecture that PWIs can possess transitive invariant curves that are not smooth.

1. Introduction

Piecewise isometries (PWIs) are simple families of dynamical systems that show a lot of dynamical complexity while not being hyperbolic in even the weakest of senses; classical examples in one dimension are the rotation on the circle or, more generally, interval exchange transformations (IETs) (see, e.g. [17]). PWIs have also been found to arise in several applications such as in simple digital filter models [18, 2], billiard systems [21] and other area-preserving maps [20, 19].

Two-dimensional (planar) PWIs are considerably more mysterious than IETs, even when one is limited to polygonal domains of continuity (atoms) and cases that are invertible; in contrast to the case for IETs, periodic points are common even when all rotations are by irrational amounts. It is conjectured that PWIs typically have an infinite number of periodic points and that the symbolic dynamics has polynomial complexity. The former conjecture has been verified only in a special case [8] whereas the latter only verified in a different special case [1, 14].

Moreover for such PWIs a variety of \( \omega \)-limit sets are possible; these include finite sets (periodic points), unions of circles (invariant circles) and two-dimensional sets, such as one can trivially find for piecewise isometries that correspond to a product of
two incommensurate irrational rotations on a square unit cell. There is numerical evidence that other invariant sets are also possible, under the proviso that the symbolic dynamics are aperiodic. In particular [2] found numerical examples of what appear to be invariant curves that are continuously embedded circles but such that the embedding is not differentiable at any point.

In this paper we examine an example of PWI $T : \mathbb{C} \to \mathbb{C}$, illustrated in Figure 1 where there is a non-smooth invariant curve for $T$. The map has a pentagonal region $Q$ bounded by a pentagon with unequal sides such that $T(Q) = Q$. We show that within this pentagon there are an infinite number of periodic points such that the only accumulation points of this set are on the boundary of $Q$.

As such, the map restricted to $Q$ has a set of periodic points of unbounded period, but in contrast to previous examples [1], in this case the set of aperiodic points is $\partial Q$, and it has dimension one (and hence the conjecture in Remark 4, p. 217 of [4] is false). Such behavior is also in contrast to the case for one-dimensional interval exchange transformations, where there is a uniform bound on the period if all points are periodic [6].

The dynamics on the boundary of $Q$ is such that a first return map is a rotation with golden mean $\gamma = \frac{1 + \sqrt{5}}{2}$ rotation number. Outside of $Q$ there is a continuum of invariant curves on which first return maps can be found that are also golden mean rotations.

The structure of the paper is as follows; for clarity we have separated the results and the proofs, which are based on finite computations with integer arithmetic. In the remainder of this section we fix the notation and define the map we consider. We summarize the nature of tools used in the proof in Section 3.1. The proofs of results are included afterwards and we conclude the article with various remarks and numerical observations. These numerics suggest that the polygonal invariant curves exist for other rational rotation maps and that they may become ‘non-smooth invariant curves’ for maps including irrational rotations.

In this article we will ignore a countable union of lines on which the orbits are not well defined; namely those points that hit the boundary of an atom at some point in the future. This set, usually referred to as the exceptional set [8, 9] has Hausdorff dimension one. Its closure, which includes all points that have aperiodically coded trajectories, may have Hausdorff dimension up to two. Two-dimensional, rationally coded cells (sets of points that follow the same eventually periodic coding pattern) have interiors free of exceptional sets and boundaries contained within the exceptional set and the union of the boundaries of the atoms.

Interactive multimedia located at http://math.sfsu.edu/goetz/Research/ illustrate definitions and selected results from this article.

1.1. Definition of the generating map $T : \mathbb{C} \to \mathbb{C}$. Let $\rho = e^{\pi i/5}$ be the primitive tenth root of unity. Partition the plane $C$ into four atoms, one half plane and three cones as illustrated in Figure 1 and defined as follows.

\begin{align*}
(1.1) & \quad P_0 = \{r \rho^s | r > 0, s \in (0, 5)\}, \\
(1.2) & \quad P_1 = \{r \rho^s | r > 0, s \in (5, 8)\}, \\
(1.3) & \quad P_2 = \{r \rho^s | r > 0, s \in (8, 9)\}, \\
(1.4) & \quad P_3 = \{r \rho^s | r > 0, s \in (9, 10)\}.
\end{align*}
A PLANAR PIECEWISE ISOMETRY

Figure 1. The action of the generating piecewise rotation $T$. The map $T$ permutes four cones, $P_0$, $P_1$, $P_2$, and $P_3$ and then translates them by $1 - \rho$ as shown.

We define the rotations

\begin{align*}
R_0(z) &= \rho^6 z - 1 + \rho,
R_1(z) &= \rho^8 z - 1 + \rho,
R_2(z) &= \rho^4 z - 1 + \rho,
R_3(z) &= \rho^2 z - 1 + \rho
\end{align*}

and the piecewise rotation $T : \mathbb{C} \to \mathbb{C}$ is defined as $Tz = R_j z$ if $z \in P_j$. One can generalize this map to allow for irrational rotations $\rho$; see [5].

2. Results

2.1. The existence of a polygon fixed by $T$. In this section we demonstrate that there exists a centrally located pentagon $Q$ that is invariant under $T$.

By $[a_1, \ldots, a_n]$ we denote a closed polygon with vertices $a_k \in \mathbb{C}$; in the case $[a_1, a_2]$ it is simply the line segment joining $a_1$ and $a_2$. Given any subset $A \subset \mathbb{C}$ we define (first) return time $k_A(z)$ to be the least integer $k \geq 1$ such that $T^k(z) \in A$. For any $z \in A$ we define

$$T_A(z) = T^{k_A(z)}(z)$$

to be the (first) return map to $A$ and the transient part of the orbit of return to $A$ to be

$$\text{tran}_A^T(z) = \{z, \ldots, T^{k_A(z)-1}(z)\}.$$  

We define

$$a = 1, b = \rho + \rho^3, c = -1 + \rho + \rho^3, d = -1, e = -\rho^3, g = \rho - \rho^3$$

(see Figure 2).

Proposition 2.1 (Invariance of the pentagon $Q$). The pentagon $Q = [b, c, d, e, g]$ is fixed by $T$, namely $T(Q) = Q$.

The dynamics outside and inside of $Q$ are characterized later on in Theorems 2.1 and 2.4.
2.2. Existence and dynamics of invariant polygonal curves outside the pentagon $Q$. The dynamics outside the pentagon $Q$ are dramatically different than inside $Q$. The complement of $Q$ splits into invariant polygonal curves on which there are periodic and minimal components. Let

\[
\begin{align*}
&b_0 = b + \delta \rho \quad \text{and} \quad b_1 = b + \delta \rho^2, \\
&c_0 = c + \delta \rho^3 \quad \text{and} \quad c_1 = c + \delta \rho^4, \\
&d_0 = d + \delta \rho^5 \quad \text{and} \quad d_1 = d + \delta \rho^6, \\
&e_0 = e + \delta \rho^7 \quad \text{and} \quad e_1 = e + \delta \rho^8, \\
&g_0 = g + \delta \rho^9 \quad \text{and} \quad g_1 = g + \delta.
\end{align*}
\]

(2.1) (2.2) (2.3) (2.4) (2.5)

Fix $\delta \geq 0$. Let $C_\delta$ be the closed curve (illustrated in Figure 2) defined as

\[
C_\delta = [b_0, b_1] \cup [b_1, c_0] \cup [c_0, c_1] \cup [c_1, d_0] \cup [d_0, d_1] \\
\cup [d_1, e_0] \cup [e_0, e_1] \cup [e_1, g_0] \cup [g_0, g_1] \cup [g_1, b_0].
\]

Note that for $\delta = 0$ this is simply the boundary of the pentagon $Q$.

\[\text{Figure 2. The invariant pentagon } Q = [a, b, c, d, e, g] \text{ and an invariant 10-sided curve } C_\delta \text{ outside } Q. \text{ The points } u \text{ and } u_0 \text{ are as in Theorem 2.1.}\]

The following theorem states the existence of invariant curves $C_\delta$. It also describes the dynamics on these curves in detail. We show that $T$ acts on $C_\delta$ as an interval exchange transformation that splits into two components, one periodic and one uniquely ergodic. The dynamics on the uniquely ergodic component reduces to the irrational rotation by the golden mean for a suitable return map.

**Theorem 2.1** (Existence and dynamics on the invariant curves). (i) **Existence.** The curves $C_\delta$ ($\delta \geq 0$) together with the pentagon $Q$ exhaust the plane, that is,

\[
\mathbb{C} = Q \cup \bigcup_{\delta \in \mathbb{R}^+} C_\delta.
\]

Moreover, each curve, $C_\delta$ is $T$-invariant,

\[
T(C_\delta) = C_\delta.
\]
(ii) The periodic component. The map $T|_{C_4}$ is a continuous permutation of the five intervals:

$$\begin{align*}
[b_0, b_1] & \to [c_0, c_1] \to [d_0, d_1] \to [c_0, c_1] \to [g_0, g_1] \to [b_0, b_1].
\end{align*}$$

(iii) The uniquely ergodic component. Let $a_0 = a + \delta$. The interval $[g_1, a_0] \subset C_4$. The orbit of $[g_1, a_0]$ is disjoint to the periodic orbit $[b_0, b_1]$. Together, these two orbits cover the curve $C_\delta$, that is,

$$C_\delta = \bigcup_{0 \leq n \leq 4} T^n[b_0, b_1] \cup \bigcup_{n \geq 0} T^n[g_1, a_0].$$

(iv) Golden mean return map. The first return map $T_{[g_1, a_0]}$, is independent of $\delta$ and is an exchange of two intervals $[g_1, u_0]$ and $[u_0, a_0]$, where $g_1 = \delta + \rho - \rho^3$, $a_0 = \delta + 1$, $u_0 = \delta - 2 + 3\rho - 2\rho^3$ $\in [g_1, a_0]$ and

$$T_{[g_1, a_0]}(z) = \begin{cases} z + (a_0 - u_0) & \text{if } z \in [g_1, u_0], \\ z + (g_1 - u_0) & \text{if } z \in [u_0, a_0]. \end{cases}$$

The ratio

$$\frac{u_0 - g_1}{a_0 - u_0} = \frac{1 + \sqrt{5}}{2}$$

is the golden mean.

**Remark 2.2.** Since by Theorem 2.1 the action on $\partial Q = C_0$ is minimal, it follows that the closure of a periodic cell in $Q$ must be disjoint from $\partial Q$, a conclusion of Corollary 2.1.

**Remark 2.3.** By permutation (2.8) in Theorem 2.1, entire cone sectors, $\{[b_0, b_1] \mid \delta \geq 0\}$, $\{[c_0, c_1] \mid \delta \geq 0\}$, $\{[d_0, d_1] \mid \delta \geq 0\}$, $\{[g_0, g_1] \mid \delta \geq 0\}$, are permuted by rotations. Hence in order to obtain invariant curves $C_\delta$ one can replace the straight segments in these sectors with any other curve contained within the sectors with matching endpoints.

2.3. The dynamics inside the pentagon $Q$. In the previous section we remarked that $T(Q) = Q$. In this section we summarize the dynamics inside $Q$. We show that the pentagon $Q$ consists of an infinite number of cells, all of which are periodic. We illustrate the distribution of periods of the cells in the pentagon.

Given a point $z \in \mathbb{C}$, let $\text{per}_T(z)$ denote the period of $z$ under $T$. (If $z$ is not periodic we let $\text{per}_T(z) = \infty$.) We denote the Hausdorff distance between two sets $A, B$ by $\text{dist}(A, B)$.

**Theorem 2.4** (Distribution of periodic points within the pentagon). (i) Periodicity. Every point in $\text{int}(Q)$ is periodic.

(ii) Distribution of periodic cells. Fix an arbitrary distance $\epsilon > 0$. For all $z \in \text{int}(Q)$,

$$\sup\{\text{per}_T(z) \mid \text{dist}(z, \partial Q) \geq \epsilon\} < \infty.$$

Moreover,

$$\liminf_{\epsilon \to 0^+} \{\text{per}_T(z) \mid \text{dist}(z, \partial Q) < \epsilon\} = \infty.$$

**Corollary 2.1.** All periodic cells in the pentagon $Q$ are a positive distance away from the boundary of $Q$. 
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Corollary 2.2. For every subset $U \subset Q$ that is a positive distance away from the boundary of $Q$, there exists $n > 0$ such that $T^n$ is the identity on $U$.

Finally, we remark that map $K = T|_{int(Q)}$ is the first known example of an invertible piecewise rotation with convex atoms for which there are periodic points with unbounded period but no aperiodic points except on the boundary.

Corollary 2.3. Let $K = T|_{int(Q)}$. The map $K$ is an invertible piecewise rotation with four convex polygonal atoms. Let $E$ be the exceptional set for the piecewise rotation $K$. Then (i) all points under $K$ are periodic, however, the set of periods is unbounded. Moreover, (ii) $\overline{E} = E$.

Corollary 2.3 describes a new phenomenon that is not present in dimension one. Every interval exchange transformation splits into a finite number of transitive and periodic components [6]. In particular, an interval exchange transformation for which there are only periodic components must have a uniform upper bound on the period.

3. Proofs

3.1. Symbolic computations. In this section we outline a rigorous verification method of the computations included in the proofs. Symbolic software (Mathematica and Maple) was used to aid in the computations. Similar techniques are used in [11] and computer aided symbolic computations for real number field extensions are used in [15, 16].

Let $\rho = e^{\pi i/5}$. Let $Q[\rho]$ denote a collection of polynomial expressions in $\rho$ with rational coefficients. (Actually, $Q[\rho]$ is a field obtained by adjoining either $\rho$ or $\rho^2$.

In the proofs below we frequently use verifications of the following type. Given a point $z \in Q[\rho]$ and a polygon $W$, we need to decide whether $z \in W$. This reduces to the verification if $z \in H$, where $H$ is the closed half-plane containing the center of mass of $W$, $a$, determined by the line passing through $a$ and $b$, two (consecutive) vertices of $W$. Then $z \in H$ if the real number

$$x = ((a-o)(a-b) - (o-a)(a-b))((z-a)(a-b) - (z-a)(a-b)) \geq 0.$$  

The verification of the last inequality is immediate and exact since each real number in $Q[\rho]$ is of the form $m + n \sqrt{5}$ for some rationals $m, n$.

3.2. Proof of Proposition 2.1

Proof. The proof is an elementary verification that the polygons $R_0(P_0 \cap Q)$, $R_1(P_1 \cap Q)$, $R_1(P_2 \cap Q)$ and $R_2(P_3 \cap Q)$ do not overlap and that they are contained in $Q$. $\square$

3.3. Proof of Theorem 2.1

3.3.1. Proof of (i), (iii). Examining Figure 2, we can verify that the intervals that compose $\mathcal{C}_d$ are mapped in a one-to-one manner onto each other. In particular, we verify that the intervals $[b_0, b_1], [e_0, e_1], [d_0, d_1], [c_0, c_1]$ and $[g_0, g_1]$ are cyclically permuted in this order (2.3), meaning that the fifth iterate on these intervals acts as the identity. This is an elementary calculation whose flavor we now illustrate. For example we show that $T[b_0, b_1] = [e_0, e_1]$. Since $b_0, b_1 \in P_0$, it is enough to trace the endpoints. For example,

$$R_0b_0 = \rho^6(b + \delta \rho) - 1 + \rho = \rho^6(\rho + \rho^3 + \delta \rho) - 1 + \rho = -\rho^3 + \delta \rho^7 = e_0.$$
In the above calculation the simplification uses the fact that the cyclotomic $C_{10}(z) = 1 - z + z^2 - z^3 + z^4$ vanishes at $z = \rho$.

Similarly, one can verify that the union of all the other intervals on the curve are mapped to each other in a one-to-one manner, although this is not a simple permutation. This gives (2.7).

Any point outside $Q$ lies on such a curve for some $\delta > 0$ and so the complement of $Q$ is exhausted by the curves $C_{\delta}$, (2.6) and concludes the proof of (i) and (ii).

3.3.2. Proof of (iii) and (iv). We divide the required derivation of the return maps into two stages. Stage 1 is the following lemma.

Lemma 3.1. The return map to the segment $[g_1, b_0]$ (Figure 3) is the exchange of intervals as follows:

$$T_{[g_1, b_0]}(z) = \begin{cases} 
  z + (g_1 - a_0) & \text{if } z \in [a_0, b_0], \\
  z + k(a_0 - g_1) + \rho^3 & \text{if } z \in [g_1, a_0].
\end{cases}$$

In the second line of (3.1), $k$ is the integer such that $z + k(a_0 - g_1) + \rho^3 \in [g_1 + b_0 - a_0, b_0]$. Moreover, the $T$-orbit of any point in $[g_1, b_0]$ (disregarding the exceptional set) is $C_{\delta} = \bigcup_{0 \leq n \leq 4} T^n [b_0, b_1]$.

Note that one can easily verify that the intersection of the exceptional set with any $C_{\delta}$ is a countable union of points and hence zero dimensional.

Remark 3.2. The map $T_{[g_1, b_0]}$ is an exchange of three intervals for almost all choices of $\delta$. See Figure 3.
The interval \([a_0, b_0]\) returns to \([g_1, b_0]\) translated by \(g_1 - a_0\). This concludes the first part of the verification of the upper equation of (3.1).

On the other hand, consider \(z \in [g_1, a_0]\); this is mapped into atom \(P_0\) and then alternates between \(P_2\) and \(P_0\), being successively shifted along the intervals \([e_1, g_0]\) and \([b_1, c_0]\) until it enters \(P_3\) and is then mapped back onto the interval \([b_0 + a_0 - g_1, b_0]\).

Note that the length of \([e_1, g_0]\) is \(\gamma + \gamma\delta\), that of \([g_1, a_0]\) is \(1 - \gamma\) and that of \([g_1, b_0]\) is \(2 + \gamma\delta\), where \(\gamma = \frac{\sqrt{5} - 1}{2} = 0.61803398\).

Hence on the first return to \([g_1, b_0]\), \(z\) will be shifted by a distance being the difference in lengths of \([e_1, g_0]\) and \([g_1, b_0]\) modulo adding on a multiple of the length of \([g_1, a_0]\). Hence on first return \(z\) is translated by a distance

\[
2 + \gamma\delta - 1 - \gamma\delta + k(1 - \gamma) = 1 + k(1 - \gamma)
\]

relative to \(g_1\) in the direction \(\rho^3\), for some \(k > 0\) integer such that the image lies within \([b_0 + a_0 - g_1, b_0]\). This means that the map has the form

\[
z \mapsto z + k(a_0 - g_1) + \rho^3
\]

for some \(k\) (the number of iterates to return on this interval will take two possible values).

We now use Lemma 3.1 to investigate the return of \(T_{[g_1, b_0]}\) to \([g_1, a_0] \subset [g_1, b_0]\). (This is the return map \(T_{[g_1, a_0]}\) of \(T\) to \([g_1, a_0]\).)

**Lemma 3.3.** The return map \(T_{[g_1, b_0]}\) induces a return map on \([g_1, a_0]\) given by Theorem 2.1(iv).

**Proof.** This can be obtained by noting that the map on \([g_1, a_0]\) must have the form

\[
T_{[g_1, a_0]}(z) = z + l(a_0 - g_1) + \rho^3 = z + l(1 - \rho + \rho^3) + \rho^3
\]

for some integer \(l\) such that \(T(z) \in [g_1, a_0]\). One can verify that independent of \(\delta\), \(l = 2\) or \(l = 3\) and

\[
T_{[g_1, a_0]}(z) = \begin{cases} 
  z + 3 - 3\rho + 2\rho^3 & \text{if } z \in [g_1, u_0], \\
  z + 2 - 2\rho + \rho^3 & \text{if } z \in [u_0, a_0]
\end{cases}
\]

which corresponds to the stated map, where \(u_0 = -2 + 3\rho - 2\rho^3 + \delta\).

We now prove (2.4). Observe that the transient orbit of \([g_1, a_0]\) under \(T_{[g_1, b_0]}\) is \([g_1, b_0]\). Since the transient \(T\)-orbit of \([g_1, b_0]\) is \(C_\delta - \bigcup_{0 \leq n \leq 4} T^n([b_0, b_1])\) (Lemma 3.1), we conclude that the transient \(T\)-orbit of \([g_1, a_0]\) is also \(C_\delta - \bigcup_{0 \leq n \leq 4} T^n([b_0, b_1])\), giving (2.0).
3.4. Proof of Theorem [2.4] In order to prove Theorem [2.4], we show that the pentagon \( Q \) splits into a finite number of periodic families of cells, as well as the orbit of a small triangle near the vertex \( d \), \( \triangle_1 = [d, p, q] \) (Figure 5). Let

\[
F(z) = T_{\triangle_1}(z)
\]

be the return map to \( \triangle_1 \) (Figure 4).

The central goal is to prove an analogous result to Theorem [2.4] for the map \( F: \triangle_1 \rightarrow \triangle_1 \) which, as we will see later (Lemma 3.11), contains essentially all dynamics of the map \( T \).

3.5. Dynamics of the map \( F \).

Lemma 3.4 (Key Lemma). Let \( F \) be the return map \( T_{\triangle_1} \) to \( \triangle_1 = [d, p, q] \), where

\[
d = -1, \quad p = 1 - 3\rho^2 + 3\rho^3 \quad \text{and} \quad q = -1 + 5\rho - 8\rho^2 + 5\rho^3.
\]

Fix an arbitrary distance \( \epsilon > 0 \). Then \( F \) is well defined and for all \( z \in \text{int}(\triangle_1) \) and all \( \epsilon > 0 \),

\[
\sup \{ \text{per}_F(z) | \text{dist}(z, [d, q]) \geq \epsilon \} < \infty.
\]

Moreover,

\[
\liminf_{\epsilon \to 0^+} \{ \text{per}_F(z) | \text{dist}(z, [d, p]) < \epsilon \} = \infty.
\]

The proof of Lemma [3.4] involves several steps. The first is to show that \( F \) is conjugate to the return of \( F \) on one of its atoms. This enables us to show that all points in \( \triangle_1 \) are \( F \)-periodic. We then investigate the distribution of cells in \( \triangle_1 \).

We begin by computing the return map to \( \triangle_1 \). Let \( \lambda = 2 - \rho - \rho^{-1} = 0.38196601 \), let

\[
\Lambda(z) = \lambda(z + 1) - 1
\]

be the contraction about \( d = -1 \) with contraction ratio \( \lambda \) and let

\[
\triangle_2 = \Lambda \triangle_1
\]

be the scaled version of \( \triangle_1 \) (see Figure [3]).

Lemma 3.5 (Self-similarity of \( F \)). Let \( F_{\triangle_2} \) be the \( F \)-return map of \( \triangle_2 \) to \( \triangle_1 \). Then \( F_{\triangle_2} \) is conjugate to \( F \) under the similarity \( \Lambda \).

\[
F_{\triangle_2}(z) = \Lambda^{-1} F \Lambda(z) \text{ for all } z \in \triangle_1.
\]
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Proof. First we verify that each of the 10 polygons listed in Table 1 (a) is contained in $\Delta_1$, (b) the total area of the polygons is the area of $\Delta_1$, (c) each polygon returns to $\Delta_1$ following a unique coding, different for each polygon, (d) the first iterate of the polygon $P_{F_j}$, that is contained in $\Delta_1$ is given by applying the isometry $R_{F_j}$ to $P_{F_j}$. From (a), (b), (c) and (d) it follows that the map defined in Table 1 is the $T$-first return map to $\Delta_1$.

Having defined $F$, we define a new map $F_{\Delta_2}$ by $\mathbf{856}$. To conclude the proof of Lemma 3.6 we verify that $F_{\Delta_2}$ is the first return map of $F$ to $\Delta_2$. $\square$

Lemma 3.6 (Periodic decomposition of the triangle $\Delta_1$). The $\Delta_1$ is the disjoint union of the $F$-orbit of $\Delta_2$ and a finite number of periodic cells (see Figure 5). Each of these periodic cells is located at a positive distance from $[d, q]$.

Proof. The proof is a computer-aided verification in the field $\mathbb{Q}(\rho)$. The 8 polygons are listed in Table 2. We verify that each polygon in this list is a periodic sub-cell that follows a coding different for each polygon.
Figure 5. The upper figure illustrates the transient orbit of the induced atoms of $F_{\Delta_2}$ ($\Delta_2 = [d, Ap, Aq]$) shown as shaded polygons within $\Delta_1$. The white polygons are periodic cells that never enter $\Delta_2$. For details, see Lemma 3.6. The right figure is an illustration to Lemma 3.9.

The total area of the orbits of the polygons listed above is $A_p = 50962 - 101924 \rho + \frac{329833 \rho^2}{4} - \frac{77803 \rho^3}{4}$. The area of the orbit of $\Delta_2$ is $A_r = -\left(\frac{101941}{2}\right) + 101941 \rho - 82472 \rho^2 + 19469 \rho^3$. We compute the area $A_r$ by adding up the areas of the 10 induced atoms of $P_F$ (Lemma 3.5) together with all their $F$-iterates that are disjoint from $\Delta_2$.

Together these areas add up to the area of $\Delta_1$, $A_{\Delta_1} = A_r + A_p = -\left(\frac{17}{2}\right) + 17 \rho - \frac{55 \rho^2}{4} + \frac{13 \rho^3}{4}$, which completes the proof of Lemma 3.6.

We now prove two geometric lemmas which will be used in proving Lemma 3.4. The first describes the “quasi equidistant” behavior of transient orbits $\text{tran}_{\Delta_2}^{\Delta_2} \Delta_2$ near the boundary $[d, q]$ of $\Delta_1$.

Let $U = [-77 + 89 \rho - 21 \rho^2 - 34 \rho^3, 67 - 55 \rho - 21 \rho^2 + 55 \rho^3, -22 + 89 \rho - 110 \rho^2 + 55 \rho^3]$. In Figure 5 left, $U$ is the smallest shaded (in orange) triangle contained in $\Delta_2 = [d, p, q]$ ($U$ is an atom of $T_{\Delta_2}$).
Lemma 3.7. The triangle $U$ is a periodic cell. Moreover, for the map $F: \triangle_1 \rightarrow \triangle_1$ defined in Table 1 and all $z \in \triangle_2 - U,$

$$\frac{\text{dist}(\text{tran}_F^{\lambda_1}(z), [d, q])}{\mu_1} \leq \frac{\text{dist}(\text{tran}_F^{\lambda_1}(z), [d, q])}{\mu_2} \leq \text{dist}(z, [d, q]),$$

where $\mu_1 = 1 + \rho^2 - \rho^3 = \frac{1 + \sqrt{5}}{2},$ and $\mu_2 = \rho^2 - \rho^3 = \frac{-1 + \sqrt{5}}{2}.$

Remark 3.8. The exclusion of $z \in U$ from the estimate (3.8) is necessary to obtain an inequality sharp enough for an argument in Lemma 3.9. We will need $\mu_1 \lambda < 1.$ If points $z \in U$ are included in the estimate, then $\mu_1$ would be $1/\lambda.$

Proof. Since $\text{tran}_F^{\lambda_2}$ consists of the atoms of $F_{\triangle_2}$ together with their finite iterates, and since each of these iterates is convex, we have verified inequality (3.8) for all the vertices of the iterates of the atoms of $F_{\triangle_2}.$ \hfill \Box

For any $h \in (0, 1)$ we define the triangle

$$\triangle_h = h(\triangle_1 - p) + p$$

scaled by a factor $h$ with vertex $p$ fixed (see Figure 5).

Lemma 3.9. For any $h \in (1, 0)$ we have the containment

$$\triangle_{1-\mu_2+\mu_2 h} \subseteq \text{tran}_F^{\lambda_2}(\Lambda \triangle_h) \cup \triangle_h \cup M,$$

where $M$ is a finite union of periodic cells and the transient $F$-orbit of the periodic cell $U.$

Proof. The proof is an immediate geometric observation, the application of the first part of inequality (3.8) in the previous lemma, and the algebraic simplification $1 - (1 - h) \lambda \mu_1 = 1 - \mu_2 + \mu_2 h.$ \hfill \Box

In Figure 5 the set $M$ is represented by non-shaded polygons and the transient orbit of the small periodic triangular cell $U$ by the shaded cells.

Lemma 3.10 (Distribution of periodic cells in $\triangle_1$). For all $h \in (0, 1), \text{per}_F(\triangle_h)$ is a finite set.

Proof. Since the function $\text{per}_F: \triangle_1 \rightarrow [1, \infty]$ is invariant under iteration,

$$\text{per}_F(\text{tran}_F^{\lambda_2}(\Lambda \triangle_h)) = \text{per}_F(\Lambda \triangle_h).$$

From Lemma 3.9, equation (3.9), we thus obtain

$$\text{per}_F(\triangle_{1-\mu_2+\mu_2 h}) \subseteq \text{per}_F(\Lambda \triangle_h) \cup \text{per}_F(\triangle_h) \cup \text{per}(M).$$

Suppose that for some $h,$ $\text{per}_F(\triangle_h)$ is finite. Observe that the right-hand side of (3.10) is also finite. The set $\text{per}_F(M)$ is finite since $M$ is a finite union of periodic cells. By conjugation of $F: \triangle_1 \rightarrow \triangle_1$ to its return map to $\Lambda \triangle_1$ (Lemma 3.3), set $\text{per}_F(\Lambda \triangle_h)$ is finite because $\text{per}_F(\triangle_h)$ is finite.

By (3.10), we conclude that $\text{per}_F(\triangle_{1-\mu_2+\mu_2 h})$ is also finite. Since $\text{per}_F(\triangle_0)$ is finite, it follows that for all $h_n$ defined inductively $h_n = 1 - \mu_2 + \mu_2 h_{n-1}; h_0 = 0,$ $\text{per}_F(\triangle_h)$ is finite. Since $h_n \rightarrow 1$ (the global attractor for the function $h \mapsto 1 - \mu_2 + \mu_2 h$ is $h = 1$), this yields the desired conclusion of Lemma 3.10. \hfill \Box
Finally, to conclude the proof of key Lemma 3.4, we need to show inequality (3.4). (Lemma 3.10 implies inequality (3.3)). Suppose, on the contrary, that

\[
\liminf_{\epsilon \to 0^+} \{ \text{per}_F(z) \mid \text{dist}(z, [d, p]) < \epsilon \} = M < \infty.
\]

Then there is a \( \{ n_k \} \subset \triangle_1, n_k \to [d, q] \) such that \( \text{per}_F(n_k) = M \).

Since \( \triangle_1 \) splits into a disjoint union of periodic cells located at a positive distance from \([d, q] \) and the transient orbit of \( \triangle_2, \text{tran}_F^{\triangle_2} \triangle_2 \) (Lemma 3.6), we may assume that \( \{ n_k \} \subset \text{tran}_F^{\triangle_2} \triangle_2 \). This means that there is a sequence

\[
\{ m_k \} \subset \triangle_2
\]

such that \( T_l m_k = n_k \) (\( l \geq 0 \)).

Since the return time to \( \triangle_2 \) under \( F \) is at least 2 for all points in \( \triangle_2 \) \((F(\triangle_2) \) and \( \triangle_2 \) are disjoint and a positive distance apart), we have

\[
2\text{per}_{T_{\triangle_2}}(m_k) \leq \text{per}_F(n_k) = M.
\]

Moreover since \( n_k \to [d, q] \), by Lemma 3.7 (the second part of the inequality (3.8)), we obtain

\[
m_k \to [d, q] \text{ as } k \to \infty.
\]

From (3.12), (3.13), (3.14), we obtain

\[
\liminf_{\epsilon \to 0^+} \{ \text{per}_{T_{\triangle_2}}(z) \mid \text{dist}(z, [d, p]) < \epsilon \} \leq M/2.
\]

On the other hand, since the maps \( F \) and \( T_{\triangle_2} \) are conjugate (Lemma 3.5), the left-hand side of (3.11) and the left-hand side of (3.15) must be equal, which is a contradiction. This concludes the proof of (2.12), and also the proof of the key Lemma 3.4.

3.5.1. Proof of Theorem 2.4(i). We now return to the dynamics on the pentagon \( Q \).

**Lemma 3.11** (Decomposition of the pentagon). The pentagon \( \text{int}(Q) \) splits into a disjoint union of the transient orbit of \( \triangle_1 \) and a finite number of periodic cells. All these periodic cells are located at a positive distance from the boundary \( \partial Q \). (Figure 6).

**Proof.** The proof is a rigorous computer-aided verification in the field \( \mathbb{Q}(\rho) \). The 19 polygons are listed in Table 3.

We verify that each polygon in the list above is periodic, its orbit is a positive distance away from \( \partial Q \), and it follows a unique coding, different for each polygon. The total area of the transient orbits of these polygons is \( A_p = 517200 - 1034400 \rho + \frac{3347395 \rho^2}{4} - \frac{790205 \rho^3}{4} \). There are (Lemma 3.5) 10 distinct induced atoms on \( \triangle_1 \) whose total transient area is \( A_r = -(\frac{1034401}{2}) + 1034401 \rho - \frac{3347391 \rho^2}{4} + \frac{790213 \rho^3}{4} \). Together these areas add up to the area of \( Q \), \( A_Q = A_r + A_p = -(\frac{1}{2}) + \rho + \rho^2 + 2 \rho^3 \). This concludes the proof of Lemma 3.11. \( \square \)

Note that Lemma 3.3 implies that every point in \( \triangle_1 - [d, q] \) is periodic; Theorem 2.4(i) then immediately follows from Lemma 3.11.
Figure 6. The upper figure illustrates the band around the edge of $Q$ that is the $T$-orbit of $\triangle_1 = [d, p, q]$ in $Q$. The lower figure illustrates the complement of the orbit of $\triangle_1$. This complement splits into 19 families of periodic polygonal cells listed in Table 3. For details, refer to Lemma 5.11.
Table 3. The list of the vertices of 19 periodic polygonal cells.

<table>
<thead>
<tr>
<th>(v)</th>
<th>((-3.4, -2.0))</th>
<th>((-1.0, -2.2))</th>
<th>((-1.0, 2.2))</th>
<th>((-1.4, -4.2))</th>
<th>((-1.4, 2.2, 0))</th>
</tr>
</thead>
<tbody>
<tr>
<td>((-2.3, -1, -1))</td>
<td>((-1.0, 1.1))</td>
<td>((-1.0, -2.2))</td>
<td>((-1.3, -3.1))</td>
<td>((-1.3, 2.2, 1))</td>
<td>((-1.2, 2.1))</td>
</tr>
<tr>
<td>((-1.1, 0, -1))</td>
<td>((-0.1, 0, 0))</td>
<td>([-1.2, -2))</td>
<td>([-1.4, -4))</td>
<td>([-1.4, 1.4))</td>
<td>([-1.4, 1.1))</td>
</tr>
<tr>
<td>((-3.4, -1, -2))</td>
<td>([-2, -1, -1))</td>
<td>([-1, -4, -4))</td>
<td>([-1, -4, -1))</td>
<td>([-2, -4, -2))</td>
<td>([-2, -4, -1))</td>
</tr>
<tr>
<td>((-5.6, -1, -3))</td>
<td>([-3, -2, -1, 2))</td>
<td>([-2, -2, -7, -6))</td>
<td>([-2, -6, -6))</td>
<td>([-3, -7, 7, -3))</td>
<td>([-3, -7, 7, -3))</td>
</tr>
<tr>
<td>((-3.5, -4, 1))</td>
<td>([0, 2, -4, 3))</td>
<td>([-2, 2, -1, 0))</td>
<td>([-2, 5, -6, 3))</td>
<td>([0, 1, -1, 1))</td>
<td>([-0, 1, -1, 1))</td>
</tr>
<tr>
<td>((-2.5, -4, -4))</td>
<td>([-2, 5, -4, -1))</td>
<td>([-1, 2, -1, 0))</td>
<td>([1, 0, -1, 1))</td>
<td>([-6, 5, -1, 10))</td>
<td>([-6, 5, -1, 10))</td>
</tr>
<tr>
<td>((-1.0, 2, -2))</td>
<td>([1, 0, -1, 1))</td>
<td>([-1, 2, -1, 0))</td>
<td>([-3, 8, 9, 1))</td>
<td>([-2, 5, 1, 1))</td>
<td>([-2, 5, 1, 1))</td>
</tr>
<tr>
<td>((-6.8, -4, -1))</td>
<td>([2, 0, -4, 4))</td>
<td>([-3, 0, 4, -4))</td>
<td>([-6, 4, 15, -17))</td>
<td>([-6, 17, 17, -17))</td>
<td>([-7, 17, 17, -17))</td>
</tr>
<tr>
<td>((-14, 17, -4, -7))</td>
<td>([-1, 4, -4, -6))</td>
<td>([-6, 4, 15, -17))</td>
<td>([-6, 17, 17, -17))</td>
<td>([-7, 17, 17, -17))</td>
<td>([-7, 17, 17, -17))</td>
</tr>
<tr>
<td>((-2.5, -4, -1))</td>
<td>([3, 0, -4, -4))</td>
<td>([-9, 1, -1))</td>
<td>([-6, 5, 3, -6))</td>
<td>([-6, 13, -10, 2))</td>
<td>([-1, 0, 3, 3))</td>
</tr>
<tr>
<td>([-9, 13, -5, -3))</td>
<td>([-1, 5, -5, 2))</td>
<td>([-5, 5, -1))</td>
<td>([-6, 13, -10, 2))</td>
<td>([-7, 21, -24, 11))</td>
<td>([-6, 13, 10, 2))</td>
</tr>
<tr>
<td>([-15, 21, -11, -2))</td>
<td>([-6, 0, -11, 11))</td>
<td>([-7, 0, 10, -10))</td>
<td>([-7, 21, -24, 11))</td>
<td>([-6, 13, -10, 2))</td>
<td>([-6, 13, -10, 2))</td>
</tr>
<tr>
<td>([-6, 0, 11, -11))</td>
<td>([-6, 13, -10, 2))</td>
<td>([-7, 0, 10, -10))</td>
<td>([-7, 21, -24, 11))</td>
<td>([-6, 13, -10, 2))</td>
<td>([-6, 13, -10, 2))</td>
</tr>
<tr>
<td>([-4, 4, -1, 9, -9))</td>
<td>([-9, 1, 12, 12))</td>
<td>([-9, 22, 22, -9))</td>
<td>([-4, 12, -12, 4))</td>
<td>([-17, 22, 9, 4))</td>
<td>([-17, 22, 9, 4))</td>
</tr>
<tr>
<td>([-3, 6, -6))</td>
<td>([-2, 0, -2, 2))</td>
<td>([-3, 5, -2, 1))</td>
<td>([-4, 12, -12, 4))</td>
<td>([-17, 22, 9, 4))</td>
<td>([-17, 22, 9, 4))</td>
</tr>
<tr>
<td>([-7, 12, 9, -17))</td>
<td>([-17, 12, -46, 38))</td>
<td>([-17, -43, 43, -17))</td>
<td>([-17, 46, -46, 17))</td>
<td>([-38, -43, 9, 17))</td>
<td>([-38, -43, 9, 17))</td>
</tr>
<tr>
<td>([-6, 13, -10, 2))</td>
<td>([-7, 0, -10, 10))</td>
<td>([-1, 0, 3, -3))</td>
<td>([-6, 13, -10, 2))</td>
<td>([-7, 0, -10, 10))</td>
<td>([-6, 13, -10, 2))</td>
</tr>
</tbody>
</table>

3.5.2. Proof of Theorem 2.4(ii). We now show that the distribution of periodic cells on \(\Delta_1\) extends to the pentagon \(Q\).

Lemma 3.12. There are positive constants \(\eta_1\), \(\eta_2\) such that for all \(z \in \Delta_1\) with \(\text{dist}(z, [d, q]) < h\) we have

\[
\frac{\text{dist}(\text{tran}_T^{\Delta_1}(z), [d, q])}{\eta_1} \leq \frac{\text{dist}(z, \partial Q)}{\eta_2} \leq \frac{\text{dist}(\text{tran}_T^{\Delta_1}(z), \partial Q)}{\eta_2}.
\]

Remark 3.13. Unlike in Lemma 3.7, the values of the constants are not needed for the remainder of the proof.

Proof. There are five atoms \([U_1, U_2, U_3, U_4, U_5]\) of \(F\) that have boundaries that intersect the invariant line \([d, q]\) (Figure 6). All remaining five atoms of \(F\) have transient \(T\)-orbits in \(Q\) located at a positive distance to \(\partial Q\). It suffices to prove Lemma 3.12 for \(z \in \{U_1, U_2, U_3, U_4, U_5\}\). Since each of the cells is convex, it is enough to check Lemma 3.12 for each vertex \(v\) of each atom \([U_1, U_2, U_3, U_4, U_5]\), that (a) if \(v \in [d, q]\), then the whole transient orbit of \(v\) is in \(\partial Q\); (b) if \(v \notin [d, q]\), then no transient iterate of \(v\) is in \(\partial Q\). This is done with the help of symbolic software. (We iterate the orbit of a vertex \(v\) of an atom \(U_i\) by following the coding of the atom \(U_i\).)

Fix an arbitrary \(\epsilon > 0\). We now show that the set \(\text{per}_T(\{z \in Q, \text{dist}(z, \partial Q) \geq \epsilon\})\) is finite. By Lemma 3.12 (by the first part of inequality (3.16)) and by Lemma 3.11

\[
\{z \in Q, \text{dist}(z, \partial Q) \geq \epsilon\} \subset \text{tran}_T^{\Delta_1}(\Delta_{\epsilon_0}) \cup M,
\]

where \(M\) is a union of a finite number of periodic cells.

Observe that by invariance of \(\text{per}_T\) under iteration,

\[
\text{per}_T(\text{tran}_T^{\Delta_1}(\Delta_{\epsilon_0}) \cup M) = \text{per}_T(\Delta_{\epsilon_0}) \cup \text{per}_T(M)
\]

is finite. By (3.17), it follows that \(\text{per}_T(\{z \in Q, \text{dist}(z, \partial Q) \geq \epsilon\})\) is finite. This implies inequality (2.11) and concludes the proof of Theorem 2.4(ii).
3.5.3. **Proof of Theorem 2.4 (iii)**. The proof is analogous to the proof of inequality (3.4).

Suppose, on the contrary, that

\[
\liminf_{\epsilon \to 0^+} \{ \text{per}_T(z) \mid \text{dist}(z, \partial Q) < \epsilon \} = M < \infty.
\]

Then there is a \( \{n_k\} \subset Q \), \( n_k \to \partial Q \) such that \( \text{per}_T(n_k) = M \).

Since the pentagon \( Q \) splits into a disjoint union of periodic cells located at a positive distance from \( \partial Q \) and the transient orbit \( \text{tran}_T^{\Delta_1} \Delta_1 \) (Lemma 3.11), we may assume that \( \{n_k\} \subset \text{tran}_T^{\Delta_1} \Delta_1 \). This means that there is a sequence

\[
\{m_k\} \subset \Delta_1
\]

of preimages of \( \{n_k\} \) such that

\[
\text{per}_F(m_k) \leq \text{per}_T(n_k) = M.
\]

Moreover, since \( n_k \to \partial Q \), by Lemma 3.12 (the second part of the inequality (3.16)) we obtain

\[
m_k \to [d, q] \text{ as } k \to \infty.
\]

From (3.19), (3.20), (3.21) we obtain

\[
\liminf_{\epsilon \to 0^+} \{ \text{per}_F(z) \mid \text{dist}(z, [d, p]) < \epsilon \} \leq M.
\]

Inequality (3.22) contradicts key Lemma 3.4 (ii).

This concludes the proof of (iii) and it also concludes the proof of Theorem 2.4.

4. **Discussion**

**Invariant curves and a more general setup.** For the map \( T \) considered we show that there is a natural decomposition of \( \mathbb{C} \) into two disjoint sets; in the interior of \( Q \) almost all initial conditions are periodic (but the period is unbounded) and all points are periodically coded. In the complement \( \mathbb{C} \setminus Q \) there are five wedges which are filled with periodic points and the remainder is aperiodically coded. As such the map possesses an invariant Jordan curve (the boundary of \( Q \)) on which the dynamics is aperiodic, and that has a finite number of ‘corners’. The region of aperiodically coded points can trivially be seen to be non-transitive and non-ergodic due to the foliation by IETs. The map also gives, in our opinion, the simplest example with unbounded return times that is not a product of interval exchanges.

Figure 7 shows some example trajectories for a map \( T_\alpha \) that permits variation of the parameter \( \rho \) to include irrational rotations. This map is defined on the atoms

\[
\begin{align*}
P_0 &= \{re^{is} \mid r > 0, s \in (0, \pi)\}, \\
P_1 &= \{re^{is} \mid r > 0, s \in (\pi, \theta_1)\}, \\
P_2 &= \{re^{is} \mid r > 0, s \in (\theta_1, \theta_2)\}, \\
P_3 &= \{re^{is} \mid r > 0, s \in (\theta_2, 2\pi)\}
\end{align*}
\]
Figure 7. (a) Shows trajectories for ten different initial conditions with a family of invariant 36-gons for $T_\theta$ in the case $\theta = \frac{11\pi}{6} = 3.83972$. Trajectories for $T = T_\theta$ are shown in (b) $\theta = \frac{6\pi}{5} = 3.76991$, (b) $\theta = 3.77319$ and (c) $\theta = 3.78319$. Each of (a)-(c) shows the computed trajectories starting at three different initial conditions, where the middle one is very close to the boundary of $Q$. In the perturbed cases (c) and (d) observe that some of the invariant lines in (b) break up into lines of periodic behaviour; others seem to persist.

by the rotations

\begin{align*}
R_0(z) &= e^{i\alpha}z - 1 + \rho, \\
R_1(z) &= e^{3i\alpha}z - 1 + \rho, \\
R_2(z) &= e^{4i\alpha}z - 1 + \rho, \\
R_3(z) &= e^{2i\alpha}z - 1 + \rho,
\end{align*}

where $\rho = e^{i\alpha/6}$. The piecewise rotation $T_\alpha$ is defined as $Tz = R_jz$ if $z \in P_j$ and we choose $\theta_1 = -2\alpha$ and $\theta_2 = \pi - \alpha$ modulo $2\pi$. This reduces to the case above if $\alpha = \frac{6\pi}{5}$, and the map is well defined for an interval of $\alpha$ such that the ordering $\pi < \theta_1 < \theta_2 < 2\pi$ (modulo $2\pi$) is preserved.

In another paper [5] we examine maps similar to $T_\alpha$ and observe existence of a large number of invariant curves that are apparently nowhere smooth, similar to those observed in [2]. It is a challenge for the future to understand whether these curves are numerical artifacts, whether they exist only for zero area sets of initial conditions (but nevertheless form boundaries to ergodicity of the exceptional set), or whether they are dynamical features that occupy positive area in the phase space.
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