ESTIMATES FOR DERIVATIVES OF RATIONAL FUNCTIONS AND THE FOURTH ZOLOTAREV PROBLEM

A. L. LUKASHOV

Abstract. An estimate is obtained for the derivatives of real rational functions that map a compact set on the real line to another set of the same kind. Many well-known inequalities (due to Bernstein, Bernstein–Szegö, V. S. Videnski˘ı, V. N. Rusak, and M. Baran–V. Totik) are particular cases of this estimate. It is shown that the estimate is sharp. With the help of the solution of the fourth Zolotarev problem, a class of examples is constructed in which the estimates obtained turn into identities.

§1. Introduction

The Bernstein–Markov inequalities for derivatives of trigonometric and algebraic polynomials, as well as their various generalizations, play an important role in approximation theory (see, e.g., the books [1, 2, 3] and also the recent papers [4, 5, 6, 7] and the references therein).

Our goal in the present paper is to obtain an inequality estimating the derivative of a real rational function that maps a given compact set \( E \subset \mathbb{R} \) to another compact set \( F \subset \mathbb{R} \). We show that this inequality is sharp for any \( F \) and that it turns into the identity for a wide class of rational functions in the case where \( F \) is the union of two segments.

We consider rational functions of degree \( n \) of the form

\[
R_n(x) = \frac{P_n(x)}{Q_n(x)},
\]

where \( P_n \) and \( Q_n \) are real polynomials of degree at most \( n \). Let \( x_1,\ldots,x_n \) be the zeros of \( Q_n \) (if \( \deg Q_n = n - k < n \), we assume that \( x_{n-k+1} = \cdots = x_n = \infty \)). We shall use the harmonic measure \( \omega(z,e,\Omega) \) of a set \( e \subset E = \partial \Omega \) at a point \( z \) relative to a domain \( \Omega = \mathbb{C} \setminus E \), and also the corresponding density \( \varpi_E(z,x) = \frac{d}{dx}(\omega(z,\inf E,x) \cap E,\Omega)) \).

Next, we denote by \( Z_n(x) \) the solution of the fourth Zolotarev problem (see [8, 9, 10]) concerning the best approximation of the function \( \text{sgn} x \) on \( E = [-1,\kappa] \cup [\kappa,1], 0 < \kappa < 1, \) by real rational functions of degree at most \( n \).

We cite one of the main results of [7].

Theorem 1. Let

\[
r(x) = \frac{x^n + b_1x^{n-1} + \cdots + b_n}{\sqrt{\rho_\nu(x)}},
\]

where \( b_1,\ldots,b_n \in \mathbb{R} \), and \( \rho_\nu(x) = c \prod_{j=1}^{\nu}(x-x_j)^{\nu_j} \) is a real polynomial of degree \( \nu \) that is positive on \( E = [a_1,a_2] \cup \cdots \cup [a_{2l-1},a_{2l}] \subset \mathbb{R} \), \( a_1 < \cdots < a_{2l} \). Then for any \( x \in \text{int} E \)
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we have
\[ r'(x) \left( \frac{r'(x)}{2} \left( (2n - \nu) + \varpi_E(\infty, x) + \sum_{j=1}^{\nu} \varpi_j E(x_j, x) \right) \right)^2 + r^2(x) \leq \|r\|^2_{C(E)}; \]
moreover, equality occurs for all \( x \in \text{int} E \) whenever the following condition on the set \( E \) is fulfilled:
\[ (n - \frac{\nu}{2}) \omega(\infty, [a_{2j-1}, a_{2j}], C \setminus E) + \frac{1}{2} \sum_{k=1}^{\nu} \varpi_k \omega(x_k, [a_{2j-1}, a_{2j}], C \setminus E) = q_j, \quad q_j \in \mathbb{N}, \]
\( j = 1, \ldots, l \), and the function \( r(x) \) admits the representation
\[ r(x) = \text{const} \cos \left( \pi \int_{a_1}^{x} \left( (n - \frac{\nu}{2}) \varpi_E(\infty, x) + \frac{1}{2} \sum_{j=1}^{\nu} \varpi_j \varpi_E(x_j, x) \right) dx \right). \]

This theorem was presented in [7] without proof (and was formulated without the equality case), but its justification practically repeats the proof of [7, Theorem 4]. The only modification is that, for replacement of a “zero” at infinity, the polynomial in question should be multiplied by a factor of the form \( \frac{1}{M^r} (x^2 + M^2) \), which tends to 1 uniformly on \( E \) as \( M \to \infty \) (instead of the trigonometric factor \( \frac{4}{e} \sin \frac{\varpi}{2} \sin \frac{\varpi + M}{2} \)).

Our main result in the present paper is as follows.

**Theorem 2.** If a function \( R_n \) of the form (1) maps a compact set \( E \subset \mathbb{R} \) to a compact set \( F \subset \mathbb{R} \), then for any inner point \( x \in E \) we have
\[ |R_n(x)| \leq \sum_{k=1}^{n} \varpi_E(x_k, x) \varpi_F(\infty, R_n(x)). \]

Since \( \varpi_{[-1,1]}(\infty, y) = \frac{1}{\pi \sqrt{1 - y^2}} \), Theorem 2 implies Theorem 1 with \( \rho_{\nu} = Q_n^2(x) \) in the case where \( F = [-1, 1] \), \( E = [a_1, a_2] \cup \cdots \cup [a_{2l-1}, a_{2l}] \). In its turn, this yields a series of known inequalities (a more detailed account of the history of this topic can be found in [7]).

1. Suppose \( F = [-1, 1] \), \( E = [-1, 1] \), and \( \rho_{\nu}(x) \equiv 1 \); we obtain the Bernstein–Szegő inequality
\[ |P'_n(x)| \leq \frac{n \sqrt{1 - P_n^2(x)}}{\sqrt{1 - x^2}}, \]
valid for any \( x \in (-1, 1) \) and any polynomial \( P_n(x) \) of degree at most \( n \), and, as a consequence, the classical Bernstein inequality
\[ |P'_n(x)| \sqrt{1 - x^2} \leq n \|P_n\|_{C([-1,1])}. \]

2. Suppose \( F = [-1, 1] \), \( E = [-1, 1] \), and \( \rho_{\nu}(x) \) is an arbitrary real polynomial; we obtain Rusak’s inequality
\[ |r_n'(x)| \leq \sqrt{1 - r_n^2(x)} |\lambda_n(x)|, \quad x \in (-1, 1), \]
where \( r_n(x) = \frac{p_n(x)}{\sqrt{\Pi_{k=1}^{n} (1 + a_k x)}} \), the \( a_k \) are either reals with \( |a_k| < 1 \) or pairwise mutually conjugate complex numbers, \( p_n \) is an algebraic polynomial of degree at most \( n \) with real coefficients, and \( \lambda_n(x) = \frac{1}{2} \sum_{k=1}^{2n} \frac{1 - a_k^2}{1 + a_k x} \). As a consequence, we also get Videnskii’s inequality
\[ |r_n'(x)| \sqrt{1 - x^2} \leq |\lambda_n(x)|, \]
which is valid now for any complex \( p_n(x) \).
Suppose $F = [-1, 1]$, $E$ is an arbitrary compact subset of $\mathbb{R}$, and $\rho_n(x) \equiv 1$; we arrive at the inequality

$$\left( \frac{|P'_n(x)|}{\pi \omega_E(x)} \right)^2 + n^2 P_n^2(x) \leq n^2 \|P_n\|_{C(E)}^2, \quad x \in E,$$

which is due to Baran and Totik. Here $P_n$ is an arbitrary real algebraic polynomial of degree at most $n$, and $\omega_E(x) = \omega_E(\infty, x)$. We mention that Baran obtained even a multidimensional generalization of (7). Inequality (7) leads to the Bernstein type estimate established by Akhiezer and Levin for the more general case of entire functions of exponential type.

Now we present results that show the sharpness of our inequality.

**Theorem 3.** Let $T_N(x)$ be a real polynomial of degree $N$ all zeros of which are real and simple, and let $A = \min_{x : T'_N(x) = 0} |T_N(x)|$. Let $\alpha, \beta, \gamma, \delta$ be real numbers satisfying $-A < \alpha < \beta < \gamma < \delta < A$, $\beta - \alpha = \delta - \gamma$. Take $[\alpha, \beta] \cup [\gamma, \delta]$ for the role of $F$ and the inverse image $T_N^{-1}(F)$ for the role of $E$. Then for any $n \in \mathbb{N}$ there exists a rational function $R_n(x)$ of degree $nN$ such that for all inner points of $E$ we have

$$|R'_n(x)| = \sum_{k=1}^{nN} \frac{\omega_E(x_k, x)}{\omega_{F}(\infty, R_n(x))},$$

where $x_1, \ldots, x_{nN}$ are the poles of $R_n(x)$ (some of them may be equal to $\infty$ if the degree of the denominator is smaller than that of the numerator).

**Corollary 1.** Let $Z_n(x)$ be the solution of the fourth Zolotarev problem (on the best approximation of the function $\text{sgn} x$ on $E = [-1, -\kappa] \cup [\kappa, 1]$, $0 < \kappa < 1$, by real rational functions), and let $F = Z_n(E)$. Then for all $x \in \text{int } E$ we have

$$|Z'_n(x)| = \sum_{k=1}^{n} \frac{\omega_E(x_k, x)}{\omega_{F}(\infty, Z_n(x))},$$

where the $x_k$ are the poles of $Z_n(x)$, and $x_n = \infty$ for odd $n$.

**Theorem 4.** For any compact set $F$, any $\varepsilon > 0$, any $n \in \mathbb{N}$, any $y_0 \in \text{int } F$, and any real or pairwise complex conjugate poles $x_1, \ldots, x_n \in \mathbb{C}$, there exists a rational function $R_n$ of degree $n$ with poles $x_1, \ldots, x_n$ and a compact set $E$ such that for some point $x_0 \in E$ we have $R_n(x_0) = y_0$, $R_n(E) \subset F$, and

$$|R'_n(x_0)| > \sum_{k=1}^{n} \frac{\omega_E(x_k, x_0)}{\omega_{F}(\infty, y_0)} (1 - \varepsilon).$$

### §2. PROOFS

**Proof of Theorem 2.** First, let $E$ and $F$ be finite unions of segments in $\mathbb{R}$. If $F$ consists of one segment, then the claim of Theorem 2 coincides with Theorem 1, because

$$\omega(\infty, e, \mathbb{C} \setminus [-\|R_n\|_{C(E)}, \|R_n\|_{C(E)}]) = \frac{1}{\pi} \int_{e}^{1} \frac{1}{\sqrt{\|R_n\|_{C(E)}^2 - y^2}} dy.$$

Now, suppose that $F$ consists of more than one segment. Arguing by contradiction, we assume that there exists a rational function of the form (1) that maps the system of segments $E$ to the system of segments $F$ and satisfies

$$|R'_n(x_0)| > \sum_{k=1}^{n} \frac{\omega_E(x_k, x_0)}{\omega_{F}(\infty, R_n(x_0))}$$

for some $x_0 \in \text{int } E$. By an arbitrarily small perturbation of the endpoints of the segments forming the system $F$, we can turn $F$ into a system $\tilde{F}$ having the same number of...
segments, but such that the harmonic measure of each of these new segments is rational (this fact was implicit in [11] and was proved in [13, 12, 14, 15]). Consequently, we may assume that inequality (9) is valid also for the new system $\tilde{F}$. The system of segments $\tilde{F}$ is the preimage of $[-1, 1]$ under some polynomial map $T_N$, i.e., $\tilde{F} = T_N^{-1}([-1, 1])$, $\deg T_N = N$ (see [16, 17, 15]). Consider the function $R_n(x) := T_N[R_n(x)]$, which is a rational function of degree $nN$ and has the form $T_N(R_n(x)) = P_n(x)/Q_n^N(x)$, where $P_n(x)$ is a polynomial of degree at most $nN$. We calculate the derivative

$$R'_{nN}(x) = T_N'(R_n(x))R'_n(x).$$

Since $T_N(y)$ satisfies the differential equation

$$\frac{(T_N'(y))^2}{(\pi N \varphi_F(\infty, y))^2} + T_N^2(y) = 1$$

(see [18] or Theorem 1), we see that

$$|R'_{nN}(x_0)| = \sqrt{1 - T_N^2(R_n(x_0))\pi N \varphi_F(\infty, T_N(x_0))|R'_n(x_0)|}.$$

Using inequality (9), we obtain

$$|R'_{nN}(x_0)| > \pi N \sqrt{1 - T_N^2(R_n(x_0))} \sum_{k=1}^{n} \varphi_E(x_k, x_0),$$

which contradicts Theorem 1. Of course, we should remember that $R_n(x_0)$ cannot be a boundary point of the system of segments $\tilde{F}$, because otherwise $x_0$ would be a point of local extremum for $R_n$, so that the derivative $R'_n$ would be equal to zero at $x_0$, in contradiction with (9). Passage from the system of segments $E$ to an arbitrary compact set can be done in the same way as in [15, Theorem 3.2]. The same passage for the set $F$ is similar. □

Proof of Theorem 3. By the choice of $\alpha, \beta, \gamma, \delta$, the set $E$ consists of $2N$ segments such that $N$ of them are mapped by the polynomial $T_N$ onto $[\alpha, \beta]$, and the other $N$ segments are mapped onto $[\gamma, \delta]$. Next, let $z = Z_n(x) = P_n(x)/Q_n(x)$ be the solution of the fourth Zolotarev problem (see Corollary 1). It is known (see [19, Appendices, Subsection 35]) that if $n$ is even, then $\deg P_n = n - 1$, $\deg Q_n = n$, and if $n$ is odd, then $\deg P_n = n$, $\deg Q_n = n - 1$.

Also, on the segment $[\kappa, 1]$ the values of $z$ run through the segment $[1 - \mathcal{L}, 1 + \mathcal{L}]$, taking alternately the values $1 - \mathcal{L}$ and $1 + \mathcal{L}$ at $n + 1$ points, and on $[-1, -\kappa]$ the values of $z$ run through $[-1 - \mathcal{L}, -1 + \mathcal{L}]$, taking alternately the values $-1 - \mathcal{L}$ and $-1 + \mathcal{L}$ at $n + 1$ points; here $\mathcal{L}$ is the size of the deviation. Then the function

$$R_{nN}(x) := Z_n\left(\frac{T_N(x) - \frac{\beta + \gamma}{2}}{\delta - \frac{\beta + \gamma}{2}}\right)$$

maps $E$ onto $[-1 - \mathcal{L}, -1 + \mathcal{L}] \cup [1 - \mathcal{L}, 1 + \mathcal{L}]$, and on each segment $\Delta$ of $E$ it takes alternately either the values $1 - \mathcal{L}, 1 + \mathcal{L}$ (if $T_N(\Delta) = [\gamma, \delta]$), or the values $-1 - \mathcal{L}, -1 + \mathcal{L}$ (if $T_N(\Delta) = [\alpha, \beta]$). Consequently, the function

$$\frac{1}{2\mathcal{L}}R^2_{nN}(x) - \frac{1 + \mathcal{L}^2}{2\mathcal{L}}$$

maps $E$ onto $[-1, 1]$, and it has the maximal number $(2(n + 1)N = 2nN + 2N)$ of points of deviation, i.e., points where it equals $\pm 1$. Then this function satisfies the identity (see
Theorem 1)
\[ \left| \frac{1}{2L} R_{nN}^2(x) - \frac{1 + L^2}{2L} \right|'(x) = 2\pi \sum_{k=1}^{nN} \varpi_E(x_k, x) \sqrt{1 - \left( \frac{1}{2L} R_{nN}^2(x) - \frac{1 + L^2}{2L} \right)^2} \]

at every inner point \( x \) of \( E \); here the \( x_k \) are the same as in the statement of the theorem. This implies that

\[ |y'(x)| = \frac{1}{\pi \sqrt{4y^2(x) - (y^2(x) - L^2 + 1)^2}} \sum_{k=1}^{nN} \varpi_E(x_k, x) \]

for \( x \in \text{int} \, E \), where \( y = R_{nN}(x) \). To complete the proof of Theorem 3, it remains to observe that the harmonic measure density \( \varpi_F(\infty, y) \), i.e., the density of the equilibrium measure for \([-1 - L, -1 + L] \cup [1 - L, 1 + L] \), is equal to

\[ \frac{y}{\pi \sqrt{-(y-1)^2 - L^2/((y+1)^2 - L^2)}} \]

(see [21, 20]), which coincides with the denominator on the right-hand side in (10). □

To verify the corollary, it suffices to put \( T_n(x) = x \) in the above proof of Theorem 3; then \( A = \infty \) and \( \alpha = -1, \beta = -\kappa, \gamma = \kappa, \delta = 1 \).

**Proof of Theorem 4.** We choose \( F^* = T_N^{-1}([-1, 1]) \) so that \( F \subset F^* \) and

\[ \varpi_{F^*}(\infty, y_0) < \varpi_F(\infty, y_0) \frac{1}{1 - \varepsilon} \]

(see [15]), and

\[ |T_N(y_0)| < 1. \]

Now, we take an arbitrary real rational function of degree \( n \) that has \( n \) real simple zeros and the given poles \( x_1, \ldots, x_n \). Multiplying it by a sufficiently large constant, we may assume that for the resulting function \( R_n \) we have \( F^* \subset (-A, A) \), where \( A = \min_{x \in \text{int} \, E} |R_n(x)| \). Let \( E \) be the preimage of the set \( F^* \) under the map \( R_n \). If \( F^* \) consists of \( m \) segments, then \( E \) consists of \( mn \) segments. Let \( x_0 \) be any solution of the equation \( R_n(x_0) = y_0 \). Since for all \( \alpha \in [-1, 1] \) all roots of the equation \( T_N(R_n(x)) - \alpha = 0 \) lie in the system \( E \) of segments, we see that \( T_N(R_n(x)) \) is a rational function that realizes the smallest deviation from zero on \( E \) and has the maximal number of deviation points. Therefore, this function satisfies the identity

\[ |(T_N(R_n(x)))'| = N\pi \sum_{k=1}^{nN} \varpi_E(x_k, x) \sqrt{1 - T_N^2(R_n(x))} \]

for all \( x \in \text{int} \, E \). Similarly (see also [18, 15]), for \( T_N(y) \) we have

\[ |T_N'(y)| = N\pi \varpi_{F^*}(\infty, y) \sqrt{1 - T_N^2(y)} \]

for all \( y \in \text{int} \, F^* \). Relations (12)–(14) imply that

\[ |R_n'(x_0)| = \frac{\sum_{k=1}^{nN} \varpi_E(x_k, x_0)}{\varpi_{F^*}(\infty, R_n(x_0))}. \]

It remains to use inequality (11). □

The author thanks the referee for advice and remarks which contributed to improving the initial version of the paper.

**Remark 1.** Theorem 2 was announced in [22].
Remark 2. By using [7, Theorems 2 and 4], it is possible to prove a result similar to Theorem 2 for the ratio of trigonometric polynomials. This result was announced in [23].

Remark 3. The arguments employed in the reduction of the fourth Zolotarev problem to the third problem allow us to use the rational functions constructed in the proof of Theorem 3 for constructing sharp solutions with the maximal number of extremal points for the problem of synthesis of a many-band electric filter [24]. Such solutions, together with more general ones, were described in [25] (in terms of automorphic and elliptic functions).
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