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Abstract. This paper is concerned with the behaviour of the period function of the quadratic reversible centers. In this context the interesting stratum is the family of the so-called Loud’s dehomogenized systems, namely

\[
\begin{align*}
\dot{x} &= -y + xy, \\
\dot{y} &= x + D x^2 + F y^2.
\end{align*}
\]

In this paper we show that the bifurcation set of the period function of these centers is contained in the rectangle \( K = (-7, 2) \times (0, 4) \). More concretely, we prove that if \((D, F) \notin K\), then the period function of the center is monotonically increasing.

1. Introduction and statement of the result

This paper is devoted to studying the period function of the quadratic centers, and it constitutes the continuation of the results obtained in [14]. There are four families of quadratic centers: Hamiltonian, reversible, codimension four and generalized Lotka-Volterra systems. Chicone has conjectured [2] that the reversible centers have at most two critical periods and that the centers of the three other families have a monotonic period function. The behaviour of the period function of the quadratic centers has been studied extensively, and there is much analytic evidence that the conjecture is true (see [4, 7, 9, 11, 13, 15, 16] and the references therein). It is clear therefore that in this setting the most interesting family of centers is the reversible one. It is well known that any reversible quadratic center can be brought to Loud’s normal form

\[
\begin{align*}
\dot{x} &= -y + B xy, \\
\dot{y} &= x + D x^2 + F y^2,
\end{align*}
\]

by means of an affine transformation and a constant rescaling of time. It is proved in [5] that if \( B = 0 \), then the period function of the center is monotonically increasing. The remaining cases, namely \( B \neq 0 \), can be brought with a rescaling to \( B = 1 \), i.e.,

\[
\begin{align*}
\dot{x} &= -y + xy, \\
\dot{y} &= x + D x^2 + F y^2.
\end{align*}
\]
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This is precisely the family of the so-called dehomogenized Loud’s systems, and our goal in this paper is to prove the following result:

**Theorem A.** If \((D, F) \notin (-7, 2) \times (0, 4)\), then the center at the origin of system (1) has a monotonically increasing period function.

Theorem A implies that the bifurcation set of the period function of the family of centers (1) is contained in the rectangle \(K = (-7, 2) \times (0, 4)\). This bifurcation diagram has been studied in the series of papers [6, 7, 8] and the results that we obtain here agree with the conjectural bifurcation diagram presented in [7].

The proof of Theorem A follows from the combination of the result in [14] with three propositions that we prove in Section 3. As a matter of fact these propositions provide a parameter subset \(K\) that is smaller than the rectangle \((-7, 2) \times (0, 4)\). However, since this “optimal” \(K\) is involved, to describe the result, for the sake of simplicity, we prefer to state the result with \(K = (-7, 2) \times (0, 4)\).

Let us conclude this section by quoting other results pertaining to the period function of the dehomogenized Loud’s centers. By using a Picard-Fuchs approach, Yulin Zhao [17, 18] describes completely the behaviour of the period function in \(F = 3/2\) and \(F = 2\). Chouikha [3] shows the monotonicity in the straight lines \(F = 2\) and \(D = -1/2\), \(D = 0\), \(F = 1\) and \(F = 2\). Finally, we also refer to the work of Changjian Liu [1]. By using the results in [14] he shows that there exists some bounded set \(K\) such that the period function is monotonically increasing for \(\mu \in K\). This result is similar to Theorem A, but his approach does not allow us to give \(K\) explicitly.

2. Previous results

The proof of Theorem A relies strongly on the results in [14]. The main result in that paper is Theorem 2.1 below and in its statement, see Figure 1, \(M_i\) stands for the union of the light grey regions and \(M_d\) is the rectangle \((-1, -\frac{1}{2}) \times (\frac{4}{3}, 2)\) in dark grey.

**Theorem 2.1.** The period function of the center at the origin of system (1) is monotonically increasing (respectively, decreasing) in the case that \(\mu \in M_i\) (respectively, \(\mu \in M_d\)).

Here and in what follows we use the notation \(\mu := (D, F)\). Our goal is to find a bounded set \(K\) in the parameter plane such that if \(\mu \notin K\), then the center of system (1) has a monotonically increasing period function. To this end it is necessary to study the unbounded regions not covered by Theorem 2.1, namely the straight lines \(FD(F - 2)(D + 1) = 0\) and two horizontal strips. The boundary of the right strip leans on \(F(F - 1) = 0\), while the boundary of the left strip leans on \(R(\mu) = 0\), where

\[
R(\mu) = - (745F^4 - 2800F^3 + 2688F^2 - 442F + 52)(2D + 1)^4 \\
- 3F(F - 2)(125F^4 - 518F^3 + 174F^2 + 382F - 1)(2D + 1)^2 \\
+ 9F^2(3F - 4)(F - 2)^2(F + 2)^3.
\]

In order to prove Theorem A we shall first show that there exists a coordinate transformation that brings (1) to a potential system. Recall that if \(V\) is a smooth
function with $V'(0) = 0$ and $V''(0) > 0$, then the potential system

\begin{align*}
\dot{u} &= -v, \\
\dot{v} &= V'(u),
\end{align*}

has a center at the origin. For these centers we have the following monotonicity criterium due to R. Schaaf [12]. In its statement $I$ denotes the projection on the $u$-axis of the period annulus of the center.

**Theorem 2.2** (Schaaf’s criterium). The center at the origin of system (3) has a monotonically increasing period function in the case that

\begin{equation}
(I_1) \quad 5V'''(u)^2 - 3V''(u)V^{(4)}(u) > 0 \text{ for any } u \in I \text{ with } V''(u) > 0
\end{equation}

and

\begin{equation}
(I_2) \quad V'(u)V'''(u) < 0 \text{ for any } u \in I \text{ with } V''(u) = 0.
\end{equation}

On the other hand, in the case that

\begin{equation}
(D) \quad 5V'''(u)^2 - 3V''(u)V^{(4)}(u) < 0 \text{ for any } u \in I \text{ with } V''(u) \geq 0,
\end{equation}

then the period function is monotonically decreasing.

The next result provides the coordinate transformation that we mention above. The proof is omitted since it is a straightforward computation.

**Lemma 2.3.** If $F \neq 0$, then the transformation \(
\begin{align*}
    u &= \frac{(1-x)^{-F-1}}{F}, \\
    v &= (1 - x)^{-F} y
\end{align*}
\)

brings system (1) to

\begin{align*}
\dot{u} &= -v, \\
\dot{v} &= (Fu + 1) \left(1 - (Fu + 1)^{-\frac{1}{F}}\right) \left( D + 1 - D(Fu + 1)^{-\frac{1}{F}} \right).
\end{align*}

**Figure 1.** Monotonicity regions according to the results in [14].
If $F = 0$, then the coordinate transformation $\{u = -\ln(1 - x), v = y\}$ brings (1) to
\begin{equation}
\begin{cases}
\dot{u} = -v \\
\dot{v} = (1 - e^{-u})(D + 1 - De^{-u})
\end{cases}
\end{equation}

Note that (4) and (5) are potential systems. For instance if $F \notin \{0, \frac{1}{2}, 1\}$, then
the associated potential is
\begin{equation}
V(u) = (Fu + 1)^2q\left((Fu + 1)\frac{F}{1}\right) + \frac{F - D - 1}{2F(2F - 1)(F - 1)},
\end{equation}
where we take
\begin{equation}
q(z) := \frac{D + 1}{2F} - \frac{2D + 1}{2F - 1} z + \frac{D}{2(F - 1)} z^2.
\end{equation}
In addition, one can check that if $F \neq 0$, then
\begin{align*}
V''(u) &= -(2D + 1)(F - 1)(Fu + 1)\frac{F}{1} + D(F - 2)(Fu + 1)\frac{F}{1} + F(D + 1), \\
V'''(u) &= (2D + 1)(F - 1)(Fu + 1)\frac{F}{1 - 1} - 2D(F - 2)(Fu + 1)\frac{F}{1 - 1}, \\
V^{(4)}(u) &= -(2D + 1)(F^2 - 1)(Fu + 1)\frac{F}{1 - 2} + 2D(F^2 - 4)(Fu + 1)\frac{F}{1 - 2} - 2.
\end{align*}

Remark 2.4. Let us introduce the auxiliary function $g(u) := (Fu + 1)\frac{F}{1}$. Then, setting $z = g(u)$, from the above equalities it follows that
\begin{align*}
V'(u) &= (Fu + 1) V_1(z), \\
V''(u) &= V_2(z), \\
V'''(u) &= \frac{V_3(z)}{Fu + 1}, \\
V^{(4)}(u) &= \frac{V_4(z)}{(Fu + 1)^2},
\end{align*}
where each $V_i$ is a polynomial. Taking this into account it turns out that
\begin{equation}
5V'''(u) - 3V''(u)V^{(4)}(u) = \frac{5V_3(z) - 3V_2(z)V_4(z)}{(Fu + 1)^2},
\end{equation}
and we observe that the numerator of the last expression is polynomial in $z$ as well. More concretely one can check that $5V_3(z) - 3V_2(z)V_4(z) = zS(z)$, where
\begin{align*}
S(z) &= -2D^2(3F - 4)(F - 2)^2z^3 + D(9F - 5)(F - 1)(F - 2)(2D + 1)z^2
+ \frac{1}{2} \left((F^2(16 - 9F) - 2F + 4)(2D + 1)^2
+ 3F(F^2 - 4)\right)z + 3F(D + 1)(2D + 1)(F^2 - 1).
\end{align*}
This fact simplifies the application of Schaaf’s criterium because it allows us to verify its conditions by using polynomial functions in $z$. Indeed, due to $z = g(u) > 0$, condition $I_1$ is equivalent to showing that $S(z) > 0$ for any $z \in g(\mathcal{I})$ with $V_2(z) > 0$. Concerning condition $I_2$ let us point out that $V'(u)V'''(u) = V_1(z)V_3(z)$.

3. PROOF OF THE RESULT

This section is devoted to proving Theorem A. To this end note that Lemma 2.3 enables us to consider a center of a potential system instead of the original de-homogenized Loud’s center. We can thus apply Schaaf’s criterium to study the monotonicity of its period function. Then the proof is organized as follows. Proposition 3.1 deals with the parameters $\mu = (D, F)$ in the right strip, and it shows that if $F > 2$, then the center has a monotonically increasing period function. Proposition 3.2 shows that this is also the case for those parameters inside the left strip with $F < -7$. Finally the parameters inside the straight lines $FD(F - 2)(D + 1) = 0$ are
studied in Proposition 3.6. The combination of these propositions with Theorem 2.1 completes the proof of Theorem A.

3.1. Monotonicity in the right strip. Define $G(\mu) := 6D^2 + (2F^2 + 6F - 5)D - (F - 4)(F^2 + F - 3)$. The curve $G(\mu) = 0$ splits the strip $(0, +\infty) \times (0, 1)$ into two connected components (see Figure 2). In the statement of the next result, $\mathcal{R}$ stands for the unbounded component.

Proposition 3.1. If $\mu \in \mathcal{R}$, then the period function of (1) is increasing.

Proof. Let $I$ be the projection on the $u$-axis of the period annulus of the center of system (4). It is easy to show that for the parameter values under consideration $V$ is increasing for $u > 0$ and that it has a local maximum at $u^* := \left(1 + 1/D\right)^{-F} - 1$. Thus the left endpoint of $I$ is precisely $u^*$ and accordingly $V(u) < V(u^*)$ for all $u \in I$. By Lemma 2.4 in [14], system (4) satisfies condition $I_2$ of Schaaf’s criterium for all $\mu \in (0, +\infty) \times (0, 1)$. We claim that if $\mu \in \mathcal{R}$, then

$$V^{(4)}(u) < 0 \text{ for all } u \in I,$$

which clearly implies condition $I_1$ of Schaaf’s criterium. Recall that

$$V^{(4)}(u) = (Fu + 1)^{-1} \left(2D(F^2 - 4)(Fu + 1)^{-1} - (2D + 1)(F^2 - 1)\right).$$

Hence $V^{(4)}$ changes its signum only once, at $u = u_0$, characterized by

$$(Fu_0 + 1)^{-1} = \frac{(2D + 1)(F^2 - 1)}{2D(F^2 - 4)} =: s_0.$$

Since $V^{(4)}(0) = 1 - 6D - F^2$ is negative for $\mu \in \mathcal{R}$ (see Figure 2), to prove the claim it suffices to show that $V(u_0) > V(u^*)$ because then $u_0 \notin I$.

Assume $F \neq 1/2$ first. Then, from (6), the inequality $V(u_0) > V(u^*)$ can be written as

$$(s_0)^{-2F} q(s_0) > (1 + 1/D)^{-2F} q(1 + 1/D).$$
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Here we took \((Fu^* + 1) \frac{1}{F} = 1 + 1/D\) and \((Fu_0 + 1) \frac{1}{F} = s_0\) into account. Since
\[
q(1 + 1/D) = \frac{(D + 1)(D + F)}{2DF(F - 1)(2F - 1)}
\]
is negative for \(\mu \in (0, +\infty) \times \left(\frac{1}{2}, 1\right)\) and positive for \(\mu \in (0, +\infty) \times (0, \frac{1}{2})\), the above inequality splits into
\[
\frac{D s_0}{D + 1} < \frac{q(s_0)}{q(1 + 1/D)} \quad \text{if } F < 1/2
\]
and
\[
\frac{D s_0}{D + 1} > \frac{q(s_0)}{q(1 + 1/D)} \quad \text{if } F > 1/2.
\]
To prove these inequalities we shall use the third degree Taylor’s polynomial of \(x \mapsto (1 - x)^2F\) at \(x = 0\). We have that \((1 - x)^2F = P_3(x) + R(x)\) where
\[
P_3(x) = 1 - 2Fx + F(2F - 1)x^2 - \frac{2}{3} F(2F - 1)(F - 1)x^3
\]
and
\[
R(x) = \frac{1}{6} F(F - 1)(2F - 1)(2F - 3) (1 - \xi)^{2F - 4} x^4
\]
for some \(\xi \in (0, x)\). Clearly \((1 - x)^2F - P_3(x) = R(x)\) is positive for \(F \in (\frac{1}{2}, 1)\) and negative for \(F \in (0, \frac{1}{2})\). Taking this into account, to prove (8) and (9) it suffices to verify that
\[
P_3\left(1 - \frac{D s_0}{D + 1}\right) - \frac{q(s_0)}{q(1 + 1/D)}
\]
is positive for \(\mu \in (0, +\infty) \times \left(\frac{1}{2}, 1\right)\) and negative for \(\mu \in (0, +\infty) \times (0, \frac{1}{2})\). Some computations yield
\[
P_3\left(1 - \frac{D s_0}{D + 1}\right) - \frac{q(s_0)}{q(1 + 1/D)} = \frac{F(F - 1)(2F - 1)(F^2 - 6D - 7^2 G(\mu))}{12(F^2 - 4)^3(D + F)(D + 1)^3},
\]
where
\[
G(\mu) = 6D^2 + (2F^2 + 6F - 5)D - (F - 4)(F^2 + F - 3).
\]
Since the curve \(G(\mu) = 0\) intersects the strip \((0, +\infty) \times (0, 1)\) as shown in Figure 2, the above expression proves the validity of the inequalities in (8) and (9) for \(\mu \in \mathcal{R}\). Accordingly the claim is true for \(F \neq 1/2\). The case \(F = 1/2\) follows easily by continuity and its proof is omitted here for the sake of brevity.

In short, conditions \(I_1\) and \(I_2\) of Schaaf’s criterium hold, and so we can assert that the period function is monotonically increasing for \(\mu \in \mathcal{R}\). \(\square\)
3.2. Monotonicity in the left strip. This section is devoted to studying the parameters inside the left strip, and we prove the following result, which refers to the light grey subset \( L \) in Figure 3.

**Proposition 3.2.** If \( \mu \in L \), then the period function of (1) is increasing.

To prove this proposition we need some auxiliary lemmas. The first one is concerned with the projection of the period annulus on the \( u \)-axis. The location of this interval will be very important in order to apply Shaaf’s monotonicity criterion.

**Lemma 3.3.** Let \( I \) be the projection on the \( u \)-axis of the period annulus of the center at the origin of (4). If \( \mu \in L \), then 

\[
I \subset \left( \frac{1-1/D}{F} - 1, \frac{1+1/D}{F} - 1 \right).
\]

More concretely, the right endpoint of \( I \) is \( \frac{1+1/D}{F} - 1 \) and the left endpoint is greater than \( \frac{1-1/D}{F} - 1 \).

**Proof.** Note, see Figure 3, that \( L \subset \mathcal{U} := \{ \mu \in \mathbb{R}^2 : 1 < F < -D \} \). One can easily verify that if \( \mu \in \mathcal{U} \), then \( V \) is decreasing for \( u < 0 \) and that it has a local maximum at \( u^* := \frac{1+1/D}{F} - 1 \). Hence the right endpoint of \( I \) is \( u^* \) and, consequently, \( V(u) < V(u^*) \) for \( u \in I \). Therefore, to prove the result it suffices to check that \( u_0 := \frac{1-1/D}{F} - 1 \) is negative and \( V(u_0) > V(u^*) \). This inequality, on account of (6), can be written as

\[
(1 - 1/D)^{-2F} q(1 - 1/D) > (1 + 1/D)^{-2F} q(1 + 1/D).
\]

Since \( q(1 + 1/D) = \frac{(D+1)(D+F)}{2DF(F-1)(2F-1)} \) is negative for \( \mu \in \mathcal{U} \), this is equivalent to

\[
(1 - 2/D + 1)^{2F} > \frac{q(1 - 1/D)}{q(1 + 1/D)}.
\]

To study this inequality we use the Taylor development of \( x \mapsto (1-x)^{2F} \) at \( x = 0 \). For the sake of convenience we consider two cases: \( F \geq 3/2 \) and \( F < 3/2 \).

Assume \( F \geq 3/2 \) first. Then we have that \( (1-x)^{2F} \geq P_3(x) \), where

\[
P_3(x) := 1 - 2Fx + F(2F-1)x^2 - \frac{2}{3} F(2F-1)(F-1)x^3.
\]
Indeed, this is so because by Taylor’s Theorem we can assert that there exists \( \xi \in (0, x) \) so that \((1 - x)^2 F - P_3(x) = \frac{1}{8} F(F - 1)(2F - 1)(2F - 3)(1 - \xi)^{2F - 4} x^4\), which is positive. Hence \((1 - \frac{2}{D + 1})^{2F} \geq P_3\left(\frac{2}{D + 1}\right)\) and so in order to prove (10) it suffices to show that

\[
P_3\left(\frac{2}{D + 1}\right) - \frac{q(1 - 1/D)}{q(1 + 1/D)} = -\frac{4}{3} \frac{F(F - 1)(2F - 1)(4F + D - 3)}{(D + 1)^3(D + F)}
\]

is positive for \( \mu \in \mathcal{L} \). In view of Figure 3, the fact that it is different from zero for all \( \mu \in \mathcal{L} \) is clear. Taking this into account, we conclude that it is positive by evaluating the expression in a concrete parameter. The case \( F \in (1, 3/2) \) follows exactly the same way but using the Taylor polynomial of fourth degree. We do not include it for the sake of brevity.

In short we have shown that \( u_0 \notin \mathcal{I} \) for \( \mu \in \mathcal{L} \). Since one can easily see that \( u_0 < 0 \) for these parameter values, this implies that \( u_0 \) is smaller than the left endpoint of \( \mathcal{I} \), as desired. \( \square \)

Let us define at this point the subsets of the parameter plane given by 
\[
\mathcal{L}_1 = \{\mu \in \mathcal{L} : F > 2\}, \quad \mathcal{L}_2 = \{\mu \in \mathcal{L} : F \in (\frac{3}{2}, 2)\} \quad \text{and} \quad \mathcal{L}_3 = \{\mu \in \mathcal{L} : F < \frac{3}{4}\}.
\]

The next result refers to the polynomials \( S \) and \( V_2 \) in Remark 2.4. Recall that by means of \( z = g(u) := (Fu + 1)^{\frac{2F - 4}{F}} \), these polynomials give information concerning the functions that appear in Schaaf’s criterium. Notice in particular that \( g(0) = 1 \) and \( g\left(\frac{1 + 1/D}{F}\right) = 1 + \frac{1}{F} \).

**Lemma 3.4.** If \( \mu \in \mathcal{L}_1 \cup \mathcal{L}_2 \cup \mathcal{L}_3 \), then the relative position of \( z = 1 + \frac{1}{D} \) and \( z = 1 \) with respect to the zeros of \( S \) and \( V_2 \) is as shown in Figure 4.

**Proof.** The distribution of the roots of \( V_2 \) and \( S \) and their location with respect to \( z = 0 \) was obtained in [14]. Therefore in order to prove the result we must only “place” \( z = 1 \) and \( z = 1 + \frac{1}{D} \) in the graphics. In the proof we shall use that

\[
V_2(1) = 1, \quad V_2'(1) = 1 - 2D - F, \quad V_2(1 + 1/D) = -(1 + 1/D),
\]

and

\[
S(1) = 2(10D^2 + 10DF - D + 4F^2 - 5F + 1),
S'(1) = 8(8 - 5F)D^2 - (32F^2 - 62F + 12)D + (2 - 3F)(F - 1)^2,
S''(1) = 2D(F - 2)(2(16F - 19)D + (9F - 5)(F - 1)).
\]

**Figure 4.** Location of \( \bar{z} = 1 + \frac{1}{D} \) and \( z = 1 \).
A computation shows that Lemma 3.5. If $\mu \in \mathcal{L}$, we have $V_2(1) > 0$, $V'_2(1) > 0$ and $V_2(1 + 1/D) < 0$. In addition one can easily show that $S(1) > 0$ for any $\mu \in \mathcal{L}$. (In fact $S(1)$ is precisely two times the first period constant.)

(a) Let us assume $\mu \in \mathcal{L}_1$ first. We claim that then $S'(1) < 0$, and to show this we proceed as follows. First we note that if $\mu \in \mathcal{L}_1$, then $F \in (2, 2.4)$. Notice next that $S'(1)$ is a second degree polynomial in $D$. By computing lower and upper bounds of its coefficients when $F \in (2, 2.4)$, we can assert that if $\mu \in \mathcal{L}_1$, then $S'(1) < -(16D^2 + 48D + 4)$, which is negative for $D < -3$. So the claim is true.

Consider at this point the intervals $I_{11}$ and $I_{12}$ in Figure 5. To be more precise, the endpoints of $I_{11}$ are the smallest zeros of $S$ and $V_2$, whereas if the local maximum of $S$ is smaller than the largest zero of $V_2$, then $I_{12}$ is the segment that joins them. (We remark that eventually $I_{12}$ may not exist.) Then, due to $V_2(1) > 0$, $S(1) > 0$ and $S'(1) < 0$, it is clear that either $1 \in I_{11}$ or $1 \in I_{12}$. To show the result we must rule out the second possibility. Due to $V_2'(1) > 0$, if $1 \in I_{12}$, then the local maximum of $V_2$ should be larger than that of $S$. However this is not possible because one can easily show that the zero of $V_2$ is in between the two zeros of $S'$. Hence $1 \in I_{11}$. Finally $z = 1 + \frac{1}{D}$ is located as shown in Figure 4 because $D$ and $V_2(1 + 1/D)$ are negative.

(b) The result for $\mu \in \mathcal{L}_2$ is obvious using that $V_2(1) > 0$ and $S(1) > 0$.

(c) Assume finally that $\mu \in \mathcal{L}_3$, and let us show first that then $S'(1) > 0$ and $S''(1) < 0$. To see this we shall use that if $\mu \in \mathcal{L}_3$, then $F \in (1.29, 1.34)$. We prove that $S'(1) > 0$ first. As before we consider $S'(1)$ as a polynomial in $D$ and, by computing the lower and upper bounds of its coefficients for $F \in (1.29, 1.34)$, we can assert that if $\mu \in \mathcal{L}_3$, then $S'(1) > 10D^2 + 15D - 0.24$, which is positive for $D < -3$. Hence $S'(1) > 0$ for $\mu \in \mathcal{L}_3$. Let us show $S''(1) < 0$ next. To this end it suffices to check that $h(\mu) := 2(16F - 19)D + (9F - 5)(F - 1) < 0$. The coefficient of $D$ in $h(\mu)$ is positive for $F \in (1.29, 1.34)$. Accordingly, if $(D, F) \in \mathcal{L}_3$ then $h(D, F) < h(-3, F) = 9F^2 - 110F + 119$, which is negative for $F \in (1.29, 1.34)$. Therefore $S''(1) < 0$ for $\mu \in \mathcal{L}_3$.

Now, see Figure 4, let $I_{21}$ be the segment that joins the largest zero of $V_2$ and the second zero of $S$, and let $I_{22}$ be the unbounded interval from the largest zero of $S$ to $+\infty$. Using that $S(1), V_2(1)$ and $S'(1)$ are positive, we get that either $1 \in I_{21}$ or $1 \in I_{22}$. However $1 \notin I_{22}$ because otherwise $S''(1) > 0$ and this is not possible for $\mu \in \mathcal{L}_3$ as we showed previously. It only remains to place $z = 1 + \frac{1}{D}$ but this is easy using that $D$ and $V_2(1 + 1/D)$ are negative.

This concludes the proof of the result. \hfill $\Box$

**Lemma 3.5.** If $\mu \in \mathcal{L}$, then $S(1 - \frac{1}{D}) > 0$.

**Proof.** A computation shows that $S(1 - \frac{1}{D}) = \frac{2}{D} \ell(\mu)$ with

\[
\]
So it suffices to prove that $\ell(\mu) > 0$ for all $\mu \in \mathcal{L}$. One can check that if $\mu \in \mathcal{L}$, then $F \in (1.29, 2.32)$. Note on the other hand that $\ell(\mu)$ is a third degree polynomial in $D$. By computing lower and upper bounds of its coefficients for $F \in (1.29, 2.32)$, we can assert that $\ell(\mu) < 10D^3 + 37D^2 - 7.4D + 8$, which is negative for $D < -4$. This proves the result.

**Proof of Proposition 3.2.** Lemma 2.4 in [14] shows that condition $I_2$ of Schaaf’s criterium is verified for $\mu \in \mathcal{L}$. Hence we must only study $I_1$. To this end (see Remark 2.4) we rewrite the functions that appear in Schaaf’s criterium in terms of $z = g(u)$, where $g(u) = (Fu + 1)^{-\frac{1}{F}}$. By Lemma 3.3, $g(I) \subset \left(1 + \frac{1}{F}, 1 - \frac{1}{F}\right)$, and so to verify that $I_1$ holds it suffices to show that if $\mu \in \mathcal{L}$, then

$$S(z) > 0 \text{ for any } z \in \left(1 + \frac{1}{F}, 1 - \frac{1}{F}\right).$$

Let us consider the case $F \notin \{2, 4/3\}$ first. We can then apply Lemma 3.4, which enables us to locate $z = 1 + \frac{1}{F}$ and $z = 1$ among the zeros of $S$ and $V_2$. Since $z^* := 1 - \frac{1}{F}$ is on the right of $z = 1$ due to $D < 0$, the assertion in (11) will follow if $z^*$ is placed “correctly” with respect to the zeros of $S$. To make this precise let us denote the three zeros of $S$ by $s_1$, $s_2$ and $s_3$ taking $s_1 < s_2 < s_3$. We claim, see Figure 4, that $z^* < s_1$ for $\mu \in \mathcal{L}_1$, $z^* \in (s_2, s_3)$ for $\mu \in \mathcal{L}_2$ and $z^* \in (s_1, s_2)$ for $\mu \in \mathcal{L}_3$. Clearly if the claim is true, then (11) follows. The location of $z^*$ among the zeros of $S$ can only change at those $\mu \in \mathcal{L}$ for which either $S(z^*) = 0$ or the leading coefficient of $S$ or its discriminant vanishes. From Lemma 3.5 we know that $S(z^*) \neq 0$ for any $\mu \in \mathcal{L}$. The leading coefficient of $S$, see Remark 2.4, vanishes at $D(3F - 4)(F - 2) = 0$. On the other hand a computation shows that its discriminant vanishes at $D(F - 2)\kappa(\mu)R(\mu) = 0$, where

$$\kappa(\mu) = (F - 1)^2 + (2D + 1)^2 - 1,$$

and $R$ is given in (2). Since these curves do not cut any $\mathcal{L}_i$, the location of $z^*$ among the zeros of $S$ remains unchanged inside each one of these regions. (Here we use that $\mathcal{L}_1$, $\mathcal{L}_2$ and $\mathcal{L}_3$ are connected.) Therefore it suffices to verify the claim for one concrete parameter in each $\mathcal{L}_i$. We did so, but it is not included here for the sake of shortness. This proves the claim, and so the result follows for $\mu \in \mathcal{L}$ with $F \notin \{2, 4/3\}$.

Let us study next the case $F = 4/3$, which is the common boundary between the regions $\mathcal{L}_2$ and $\mathcal{L}_3$. From the previous discussion, the only bifurcation that undergoes the graphics in Figure 4 at $F = 4/3$ is due to the vanishing of the leading coefficient of $S$. In other words, $S$ “loses” one of its zeros to become a second degree polynomial. The coefficient of $z^2$ at $F = 4/3$ is negative for $D < -1/2$. Thus, see Figure 4, reasoning for instance in the graphic corresponding to $\mathcal{L}_3$, what happens as $F \nearrow 4/3$ is that the largest zero of $S$ goes to $+\infty$. The resulting graphic shows that (11) holds for $F = 4/3$ as well. This proves the result for $\mu \in \mathcal{L}$ with $F = 4/3$.

Finally the monotonicity for $\mu \in \mathcal{L}$ with $F = 2$ follows from the results of Y. Zhao in [18]. (In that paper the author describes completely the behaviour of the period function for the entire straight line $F = 2$.)

### 3.3. Monotonicity in the straight lines.

**Proposition 3.6.** The period function of the center at the origin of system (1) satisfies the following:
Figure 6. Distribution of the zeros of $\hat{S}$ and $\hat{V}_2$.

(a) If $F = 0$, then the period function is monotonically increasing.

(b) If $D = 0$ and $F \notin [0, 1]$, then the period function is monotonically increasing.

(c) If $D = -1$ and $F \notin (1, 3)$, then the period function is monotonically increasing.

(d) If $F = 2$ and $D \notin (-2, 0)$, then the period function is monotonically increasing.

Proof. The proofs of (a) and (b) are omitted for the sake of brevity because they follow in a straightforward manner by applying Schaaf’s criterium. The statement in (d) is proved in [18].

As usual, to show (c) we follow the approach explained in Remark 2.4. The verification of Schaaf’s conditions is easier than the general case because $S$ and $V_2$ factor. More concretely one can check that $V_2(z) = z\hat{V}_2(z)$ and $S(z) = z\hat{S}(z)$, with

$$
\hat{V}_2(z) := F - 1 - (F - 2)z
$$

and

$$
\hat{S}(z) := -2(3F - 4)(F - 2)^2z^2 + (9F - 5)(F - 1)(F - 2)z - (3F - 2)(F - 1)^2.
$$

Since $z = g(u) > 0$, condition $I_1$ is equivalent to showing that

$$
(12) \quad \hat{S}(z) > 0 \text{ for any } z \in g(I) \text{ with } \hat{V}_2(z) > 0.
$$

Note that $\hat{V}_2$ vanishes at $\bar{z} := \frac{F}{F - 2}$. Some computations show that $V_1(\bar{z})V_3(\bar{z}) = -\bar{z}^3$, and this proves that $I_2$ holds because any $z = g(u)$ must be positive. Figure 6 shows the distribution of the zeros of $\hat{S}$ and $\hat{V}_2$ and their location with respect to $z = 0$ in terms of $F$. (In this figure $F_\pm = -3 \pm \frac{2}{3}\sqrt{30}$ are zeros of the discriminant of $S$.)

In view of these graphics it follows that conditions $I_1$ and $\mathcal{D}$ are satisfied for $F < 1$ and $F \in (\frac{4}{3}, 2)$ respectively. Our next goal is to show that $I_1$ is satisfied for $F > 3$ as well. To this end we shall use that if $D = -1$, then

$$
I = \left( -\frac{1}{F}, \frac{(2F - 2)^{-F} - 1}{F} \right).
$$
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(This follows easily by taking the expression of $V$ in (6) into account.) Hence it turns out that $g(I) = (z_0, +\infty)$, where $z_0 := \frac{2F - 2}{2F - 1}$. Accordingly, in view of the graphic corresponding to $F > 2$, condition $I_1$ is verified for those $F$ such that $\hat{S}(z_0) > 0$. One can check that

$$
\hat{S}(z_0) = \frac{(F - 1)^2(38F^2 - 149F + 110)}{(2F - 1)^2},
$$

which is positive for $F > \frac{149 + 3\sqrt{609}}{76} \approx 2.93$. This concludes the proof of (c). \hfill \Box
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