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Abstract. Given a dissipative strongly continuous semigroup depending on some parameters, we construct a family of exponential attractors which is robust, in the sense of the symmetric Hausdorff distance, with respect to (even singular) perturbations.

1. Introduction

Exponential attractors for strongly continuous semigroups were first introduced in [2]. The motivation comes from the lack of effective information given by global attractors, which present two major drawbacks, since they do not provide an actual control of the convergence rate of trajectories, and, consequently, they might be quite unstable with respect to perturbations (cf. [11]). The original technique to build exponential attractors was developed in Hilbert spaces, and it heavily relied on the use of orthogonal projections. Later, in [1, 3] new methods were introduced, that work in a Banach space setting.

A further interesting issue is to consider not just a single semigroup, but rather a family of semigroups depending on certain parameters. It is then of some importance to have results establishing good stability properties of the related exponential attractors, in dependence of the parameters. Significant achievements in this direction have been obtained in [4, 10] and, especially in [6], where the case of a singular perturbation has been successfully treated.

In this paper, we provide a stability result of the same kind, which takes into account the case of singular perturbations. What mostly motivated our investigation is that, in order to apply the methods of [6] to concrete problems arising from PDE, one has to construct some Banach spaces that are not natural, in the sense that they are not the spaces suggested by the equations. Besides, it might be quite difficult to understand which is the correct construction that works in a given setting. On the contrary, our technique provides a sort of “machinery” that can be automatically applied, using the correct spaces where the solutions live.
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byproduct, we can obtain the desired results with much less computations than the ones required following the approach devised in [6]. In particular, we drastically simplify the analysis of the boundary layer [9], which serves to control the difference between the perturbed and the limiting semigroups (see [6] [7]). This is indeed a nontrivial improvement, since the estimate of the boundary layer introduces relevant technical difficulties (of course, the study of the boundary layer has an interest of its own).

Before getting into details, some preliminary notations and definitions are in order. Let \( S(t) \) be a strongly continuous semigroup acting on a Banach space \( H \). Recall that, for \( B_1, B_2 \subset H \), the Hausdorff semi-distance between \( B_1 \) and \( B_2 \) is given by

\[
\text{dist}_H(B_1, B_2) = \sup_{b_1 \in B_1} \inf_{b_2 \in B_2} \| b_1 - b_2 \|_H,
\]

whereas the symmetric Hausdorff distance between \( B_1 \) and \( B_2 \) is

\[
\text{dist}_H^\text{sym}(B_1, B_2) = \max \left\{ \text{dist}_H(B_1, B_2), \text{dist}_H(B_2, B_1) \right\}.
\]

Given \( r > 0 \) and a (relatively) compact set \( K \subset H \), let us denote by \( N_r(K, H) \) the minimum number of \( r \)-balls of \( H \) necessary to cover \( K \). Then, the fractal dimension of \( K \) is defined as

\[
\dim_H[K] = \limsup_{r \to 0} \frac{\ln N_r(K, H)}{\ln \frac{1}{r}}.
\]

**Definition.** Let \( B \subset H \) be a bounded closed set, and let \( t_0 \geq 0 \) be such that \( S(t)B \subset B \), for all \( t \geq t_0 \). A compact set \( M \subset B \) is called an exponential attractor or inertial set for \( S(t) \) on \( B \) (with respect to the topology of \( H \)) if the following conditions hold:

(i) \( M \) is (positively) invariant for \( S(t) \), that is, \( S(t)M \subset M \) for every \( t \geq 0 \).  
(ii) \( \dim_H[M] < \infty \).  
(iii) There exist \( M \geq 0 \) and \( \omega > 0 \) such that

\[
\text{dist}_H(S(t)B, M) \leq Me^{-\omega t}, \quad \forall t \geq 0.
\]

Observe that \( B \) may not be necessarily invariant for \( S(t) \).

2. The Theorem

**Notation.** Let \( X^0, X^1, X^2, Y^0, Y^1, Y^2 \) be Banach spaces with embeddings

\[
X^2 \subset X^1 \subset X^0 \quad \text{and} \quad Y^2 \subset Y^1 \subset Y^0.
\]

For every \( \varepsilon \in [0, \varepsilon_0] \) and \( j = 0, 1, 2 \), introduce the Banach spaces

\[
H_\varepsilon^j = X^j \times Y^j,
\]

endowed with the norms

\[
\|(x, y)\|_j^2 = \|x\|_{X^j}^2 + \|y\|_{Y^j}^2.
\]

It is understood that when \( \varepsilon = 0 \) the above spaces reduce to the first component only. We denote by \( B_j^\varepsilon(z, r) \) the closed balls in \( H_\varepsilon^j \) of radius \( r > 0 \) centered at \( z \). Finally, let \( \delta_0 \geq 0 \) be fixed. For every \( \delta \in [0, \delta_0] \), let

\[
S_{\varepsilon, \delta}(t) : H_\varepsilon^0 \to H_\varepsilon^0
\]

be a strongly continuous semigroup of operators.
In the sequel, \( \mathbb{N}^+ \) and \( \mathbb{N} \) will be the sets of positive and nonnegative integers, respectively.

The result is the following.

**Theorem.** Assume that there exist \( \Lambda_j \geq 0, \alpha, \beta, \gamma, \vartheta \in (0, 1], \kappa \in (0, \frac{1}{2}) \) and \( \rho > 0 \) (all independent of \( \varepsilon \) and \( \delta \)) such that, setting \( \mathcal{B}_\varepsilon = B_\varepsilon^2(0, \rho) \), the following conditions hold:

(H1) There exists a map \( J_\delta : B_0 \to Y^0 \) Hölder continuous of exponent \( \alpha \), uniformly with respect to \( \delta \). Here, \( B_0 \) is endowed with the metric topology of \( \mathcal{H}_0^\varepsilon \).

(H2) There exists \( t^* > 0 \), independent of \( \varepsilon \) and \( \delta \), such that

\[
S_{\varepsilon, \delta}(t)B_\varepsilon \subset B_\varepsilon, \quad \forall t \geq t^*.
\]

Moreover, setting \( S_{\varepsilon, \delta}(t^*) = S_{\varepsilon, \delta} \), the map \( S_{\varepsilon, \delta} \) satisfies, for every \( z_1, z_2 \in B_\varepsilon \),

\[
S_{\varepsilon, \delta}z_1 - S_{\varepsilon, \delta}z_2 = L_{\varepsilon, \delta}(z_1, z_2) + K_{\varepsilon, \delta}(z_1, z_2),
\]

where

\[
\|L_{\varepsilon, \delta}(z_1, z_2)\|_{\mathcal{H}_0^\varepsilon} \leq \kappa \|z_1 - z_2\|_{\mathcal{H}_0^\varepsilon},
\]

\[
\|K_{\varepsilon, \delta}(z_1, z_2)\|_{\mathcal{H}_1^\varepsilon} \leq \Lambda_1 \|z_1 - z_2\|_{\mathcal{H}_0^\varepsilon}.
\]

(H3) The “lifting” map \( L_{\varepsilon, \delta} : B_0 \to \mathcal{H}_0^\varepsilon \), defined as

\[
L_{\varepsilon, \delta}x = \begin{cases} (x, J_\delta x), & \text{if } \varepsilon > 0, \\ x, & \text{if } \varepsilon = 0, \end{cases}
\]

fulfills

\[
\|S_{\varepsilon, \delta}(t)z - L_{\varepsilon, \delta}S_{0, 0}(t)\Pi \|_{\mathcal{H}_0^\varepsilon} \leq \Lambda_2 (\varepsilon + \delta)\gamma, \quad \forall z \in B_\varepsilon, \forall n \in \mathbb{N}^+,
\]

where \( \Pi : B_\varepsilon \to B_0 \) is the projection onto the first component when \( \varepsilon > 0 \), and the identity map otherwise.

(H4) For any \( z \in B_\varepsilon \) there holds

\[
\|S_{\varepsilon, \delta}(t)z - L_{\varepsilon, \delta}S_{0, 0}(t)\Pi \|_{\mathcal{H}_0^\varepsilon} \leq \Lambda_3 (\varepsilon + \delta)^\gamma,
\]

for all \( t \in [t^*, 2t^*] \).

(H5) The map

\[
z \mapsto S_{\varepsilon, \delta}(t)z : B_\varepsilon \to B_\varepsilon
\]

is Lipschitz continuous on \( B_\varepsilon \), with a Lipschitz constant independent of \( \varepsilon, \delta \) and \( t \in [t^*, 2t^*] \). Here, \( B_\varepsilon \) is endowed with the metric topology of \( \mathcal{H}_0^\varepsilon \).

(H6) The map

\[
(t, z) \mapsto S_{\varepsilon, \delta}(t)z : [t^*, 2t^*] \times B_\varepsilon \to B_\varepsilon
\]

is Hölder continuous of exponent \( \vartheta \) (we do not require uniformity with respect to \( \varepsilon \) and \( \delta \)). Again, \( B_\varepsilon \) is endowed with the metric topology of \( \mathcal{H}_0^\varepsilon \).

Then there exists a family of exponential attractors \( \mathcal{M}_{\varepsilon, \delta} \) on \( \bar{B}_\varepsilon = \bar{B}_\varepsilon^{\mathcal{H}_0^\varepsilon} \) with the following properties:

(T1) \( \mathcal{M}_{\varepsilon, \delta} \) attracts \( \bar{B}_\varepsilon \) with an exponential rate which is uniform with respect to \( \varepsilon \) and \( \delta \), that is,

\[
dist_{\mathcal{H}_0^\varepsilon}(S_{\varepsilon, \delta}(t)\bar{B}_\varepsilon, \mathcal{M}_{\varepsilon, \delta}) \leq M_1 e^{-\omega t}, \quad \forall t \geq 0,
\]

for some \( \omega > 0 \).
The fractal dimension of $\mathcal{M}_{\varepsilon, \delta}$ is uniformly bounded with respect to $\varepsilon$ and $\delta$, that is,
\[
\dim_{\mathcal{N}_b^0}[\mathcal{M}_{\varepsilon, \delta}] \leq M_2.
\]

The symmetric Hausdorff distance in $\mathcal{H}^0_{\varepsilon}$ between $\mathcal{M}_{\varepsilon, \delta}$ and $\mathcal{L}_{\varepsilon, \delta}\mathcal{M}_{0,0}$ satisfies
\[
\text{dist}_{\mathcal{N}_b^0}^\text{sym}(\mathcal{M}_{\varepsilon, \delta}, \mathcal{L}_{\varepsilon, \delta}\mathcal{M}_{0,0}) \leq M_3(\varepsilon + \delta)^\tau,
\]
for some $\tau \in (0, \frac{1}{2}]$.

The positive constants $\omega, \tau$ and $M_j$ are independent of $\varepsilon$ and $\delta$, and they can be explicitly calculated.

Remark. Owing to (H2) and the continuity of $S_{\varepsilon, \delta}(t)$, the inclusion $S_{\varepsilon, \delta}(t)\overline{B}_\varepsilon \subset \overline{B}_\varepsilon$ holds for all $t \geq t^*$. In fact, in most practical cases $\overline{B}_\varepsilon = \mathcal{B}_\varepsilon$ (for instance, when both $X^2$ and $Y^2$ are reflexive).

Remark. In particular, hypotheses (H1)–(H3) entail that $\mathcal{M}_{\varepsilon, \delta}$ is a robust family of discrete exponential attractors for the maps $S_{\varepsilon, \delta}: \overline{B}_\varepsilon \to \overline{B}_\varepsilon$.

Remark. It is worth mentioning that, in concrete applications, hypotheses (H3) and (H4) are usually verified by the same token. Besides, with reference to (H2), it is often possible to decompose the map $S_{\varepsilon, \delta}$ into the sum $S_{\varepsilon, \delta} = \widehat{L}_{\varepsilon, \delta} + \widehat{K}_{\varepsilon, \delta}$, such that, for every $z_1, z_2 \in \mathcal{B}_\varepsilon$,
\[
L_{\varepsilon, \delta}(z_1, z_2) = \widehat{L}_{\varepsilon, \delta}z_1 - \widehat{L}_{\varepsilon, \delta}z_2 \quad \text{and} \quad N_{\varepsilon, \delta}(z_1, z_2) = \widehat{N}_{\varepsilon, \delta}z_1 - \widehat{N}_{\varepsilon, \delta}z_2.
\]

Before going to the proof, note that our Theorem applies as well to the simpler situation when $\varepsilon_0 = 0$, i.e., when the perturbation is not singular any longer. The map $J_0$ can be taken to be the null map, and both $L_{0,\delta}$ and $\Pi_0$ are the identity maps. In fact, in that case, the theorem is just a slight generalization of the abstract results contained in [3, 5, 10].

It will also be apparent from the proof that the result generalizes to the case when both $\varepsilon$ and $\delta$ are vectors. Clearly, one has to replace $\varepsilon$ and $\delta$ in the estimates with their euclidean norms.

3. Proof of the Theorem

Some passages appearing in the proof are borrowed from [3, 4, 8]. Nonetheless, for the sake of clarity, we have chosen to report all the details.

Up to rescaling $\varepsilon_0$ and $\delta_0$ (and, consequently, redefining accordingly the constants $\Lambda_j$ and $M_j$), we can always assume $\varepsilon_0 + \delta_0 < 1$. Throughout the proof, let $C > 0$ denote a generic constant independent of $\varepsilon$ and $\delta$.

The first task is to build a (discrete) exponential attractor $\mathcal{M}_{0,0}^d$ for the map $S_{0,0}$. To accomplish this purpose, we define by induction on $n \in \mathbb{N}$ a family of sets $V_n \subset S_{0,0}^1\mathcal{B}_0$. Fix an arbitrary $b_0 \in \mathcal{B}_0$. Since $\mathcal{B}_0$ is bounded in $\mathcal{H}_0$, we choose $R > 0$ such that $\mathcal{B}_0^0(b_0, R) \supset \mathcal{B}_0$, and we set $V_0 = \{b_0\}$. Defining
\[
R_n = R\left(\frac{1}{2} + \kappa\right)^n,
\]
we assume that $V_n$ is an $R_n$-net of $S_{0,0}^n\mathcal{B}_0$ in $\mathcal{H}_0^0$ such that $\text{card}[V_n] \leq N_0^n$, where
\[
N_0 = \max\left\{3, N_{\varepsilon_0, \delta_0}^1\left(\mathcal{B}_0^1(0, 1), \mathcal{H}_0^0\right)\right\}.
\]
Note that the inequality
\[
\mathcal{N}_r\left(\mathbb{B}_{\varepsilon}^1(0, 1), \mathcal{H}^0\right) \leq \mathcal{N}_r\left(\mathbb{B}_{\varepsilon_0}^1(0, 1), \mathcal{H}^0\right)
\]
holds for every \( r > 0 \) and every \( \varepsilon \in [0, \varepsilon_0] \).

Then, we construct the \( R_{n+1} \)-net \( V_{n+1} \) of \( S_{0,0}^{n+1} \mathcal{B}_0 \) in \( \mathcal{H}^0 \) in the following manner. For any fixed \( b \in V_n \), assumption (H2) yields
\[
K_{0,0}(b, \mathbb{B}_0^1(b, R_n) \cap \mathcal{B}_0) \subset \mathbb{B}_0^1(0, \Lambda_1 R_n).
\]
Due to the compact embedding \( \mathcal{H}_d^0 \subset \mathcal{H}^0 \), let \( W_n(b) \) be an \( R_n, 1 - 2\kappa \)-net of \( \mathbb{B}_0^1(0, \Lambda_1 R_n) \) in \( \mathcal{H}_d^0 \) with the minimum number of balls. The cardinality of \( W_n(b) \) is independent of \( n \). Indeed,
\[
\text{card}[W_n(b)] \leq \mathcal{N}_{R_n, 1 - 2\kappa}(\mathbb{B}_0^1(0, \Lambda_1 R_n), \mathcal{H}^0) \leq \mathcal{N}_{1 - 2\kappa}(\mathbb{B}_0^1(0, 1), \mathcal{H}^0) \leq N_0.
\]
Note that \( S_{0,0}^{0} b - W_n(b) \) is an \( R_{n+1} \)-net of \( S_{0,0}^{0}(\mathbb{B}_0^0(b, R_n) \cap \mathcal{B}_0) \), for given \( x \in \mathbb{B}_0^0(b, R_n) \cap \mathcal{B}_0 \), we can find \( b_j \in W_n(b) \) such that
\[
\|K_{0,0}(b, x) - b_j\|_{\mathcal{H}_d^0} \leq R_n \frac{1 - 2\kappa}{4}.
\]
Hence, exploiting the decomposition (H2),
\[
\|S_{0,0}x - S_{0,0}b + b_j\|_{\mathcal{H}_d^0} = \|L_{0,0}(b, x) + K_{0,0}(b, x) - b_j\|_{\mathcal{H}_d^0} \leq \kappa\|x - b\|_{\mathcal{H}_d^0} + R_n \frac{1 - 2\kappa}{4} \leq \frac{R_{n+1}}{2}.
\]
Thus, \( \bigcup_{b \in V_n} (S_{0,0}^{0} b - W_n(b)) \) is an \( R_{n+1} \)-net of \( S_{0,0}^{n+1} \mathcal{B}_0 \), with
\[
\text{card}\left[\bigcup_{b \in V_n} (S_{0,0}^{0} b - W_n(b))\right] \leq N_0 \text{card}[V_n] \leq N_0^{n+1}.
\]
Doubling the radius, that is, taking balls of radius \( R_{n+1} \), we get a covering of \( S_{0,0}^{n} \mathcal{B}_0 \) whose balls are centered in \( S_{0,0}^{n+1} \mathcal{B}_0 \). The corresponding net is \( V_{n+1} \). Summing up, we have constructed a family of sets \( V_n \subset S_{0,0}^{n} \mathcal{B}_0 \) such that
\[
\text{card}[V_n] \leq N_0^n \quad \text{and} \quad \text{dist}_{\mathcal{H}_d^0}(S_{0,0}^{n} \mathcal{B}_0, V_n) \leq R_n.
\]
By a further inductive procedure, we build a second family of sets
\[
E_0 = V_0, \quad E_{n+1} = S_{0,0} E_n \cup V_{n+1}.
\]
Clearly, \( E_n \) is an \( R_n \)-net of \( S_{0,0}^{n} \mathcal{B}_0 \). We can easily check the following properties:

1. \( E_n \subset S_{0,0}^{n} \mathcal{B}_0 \), \( S_{0,0} E_n \subset E_{n+1} \),
2. \( \text{card}[E_n] \leq N_0^{n+1} \),
3. \( \text{dist}_{\mathcal{H}_d^0}(S_{0,0}^{n} \mathcal{B}_0, E_n) \leq R_n \).

Thus, setting
\[
\mathcal{M}_{0,0}^d = \bigcup_{n \in \mathbb{N}} E_n, \quad \mathcal{M}_{0,0}^d = \bigcup_{n \in \mathbb{N}} \mathcal{M}_{0,0}^d \mathcal{H}_d^0,
\]
property (1) together with (H2) yield \( S_{0,0} \mathcal{M}_{0,0}^d \subset \mathcal{M}_{0,0}^d \subset \mathcal{B}_0 \). Moreover, (3) entails
\[
\text{dist}_{\mathcal{H}_d^0}(S_{0,0}^{n} \mathcal{B}_0, \mathcal{M}_{0,0}^d) \leq R_n.
\]
Finally, fix $0 < r \ll 1$. Then there exists $n \in \mathbb{N}$ such that $R_n \geq r$, and $R_{n+1} < r$. It is apparent that $n \to \infty$ as $r \to 0$. From the definition of $\mathcal{M}^d_{0,0}$, we deduce that

$$N_r(\mathcal{M}^d_{0,0}, \mathcal{H}^0_0) \leq N_r\left(\bigcup_{k \leq n} E_k, \mathcal{H}^0_0\right) + N_r\left(\bigcup_{k > n} E_k, \mathcal{H}^0_0\right).$$

Observe that $\bigcup_{k > n} E_k \subset S^{n+1}_{0,0}B_0$ and $V_{n+1}$ is an $R_{n+1}$-net of $S^{n+1}_{0,0}B_0$. Hence, (2) yields

$$N_r(\mathcal{M}^d_{0,0}, \mathcal{H}^0_0) \leq \sum_{k=0}^{n} \text{card}[E_k] + \text{card}[V_{n+1}] \leq N_0^{n+2},$$

and it is immediate to check that

$$\frac{\ln N_r(\mathcal{M}^d_{0,0}, \mathcal{H}^0_0)}{\ln \frac{1}{r}} \leq \frac{(n+2)\ln N_0}{\ln \frac{1}{r} + n \ln \left(\frac{2}{2n+1}\right)}.$$ 

Thus, taking the limit $r \to 0$, we find the inequality

$$\dim_{\mathcal{H}^0_0}[\mathcal{M}^d_{0,0}] \leq \frac{\ln N_0}{\ln \left(\frac{2}{2n+1}\right)},$$

and we conclude that $\mathcal{M}^d_{0,0}$ (which is clearly compact) is an exponential attractor for $S_{0,0}$ on $\bar{B}_0$.

The next step is to construct $\mathcal{M}^d_{\varepsilon,\delta}$ from $\mathcal{M}^d_{0,0}$. Here, we exploit (1) to obtain a family $\hat{E}_n$ from $E_n$ with the following properties:

$$\hat{E}_n \subset B_0 \quad \text{such that} \quad S^n_{0,0}\hat{E}_n = E_n, \quad \text{card}[\hat{E}_n] \leq N_0^{n+1}.$$

By the very definition of $\Pi_\varepsilon$, there exists $\hat{E}_n(\varepsilon) \subset B_\varepsilon$ such that

$$\Pi_\varepsilon \hat{E}_n(\varepsilon) = \hat{E}_n, \quad \text{card}[\hat{E}_n(\varepsilon)] \leq N_0^{n+1}.$$

Then we introduce the two subsets of $\mathcal{H}^0_\varepsilon$,

$$\hat{E}_n(\varepsilon,\delta) = S^n_{\varepsilon,\delta}\hat{E}_n(\varepsilon) \quad \text{and} \quad \hat{E}_n(\varepsilon,\delta) = \mathcal{L}_{\varepsilon,\delta}E_n.$$

Setting $\nu = \min\{\beta, \frac{1}{2}\}$, we shall prove the estimate

$$\text{dist}_{\mathcal{H}^0_\varepsilon}(S^n_{\varepsilon,\delta}B_\varepsilon, \hat{E}_n(\varepsilon,\delta)) \leq C\Lambda^\alpha_2(\varepsilon + \delta)\nu + C\left(\frac{1}{2} + \kappa\right)^\alpha n, \quad \forall n \in \mathbb{N}.$$

Fix $z \in B_\varepsilon$. Thanks to (H3), and treating apart the case $n = 0$, we easily see that

$$\|S^n_{\varepsilon,\delta}z - \mathcal{L}_{\varepsilon,\delta}S^n_{0,0}\Pi_\varepsilon z\|_{\mathcal{H}^0_\varepsilon} \leq C\Lambda^\alpha_2(\varepsilon + \delta)^\nu,$$

for some $C \geq 1$. Since $J_\delta$ is Hölder continuous of exponent $\alpha$ from $B_0$ into $Y^0$, it follows that $\mathcal{L}_{\varepsilon,\delta}E_n$ is a $C\left(\frac{1}{2} + \kappa\right)^\alpha$-net of $\mathcal{L}_{\varepsilon,\delta}S^n_{0,0}B_0$ in $\mathcal{H}^0_\varepsilon$. Thus, there exists $\bar{z} \in E_n$ such that

$$\|\mathcal{L}_{\varepsilon,\delta}S^n_{0,0}\Pi_\varepsilon \bar{z} - \mathcal{L}_{\varepsilon,\delta}\bar{z}\|_{\mathcal{H}^0_\varepsilon} \leq C\left(\frac{1}{2} + \kappa\right)^\alpha n.$$
By the definition of $\hat{E}_n(\varepsilon)$, we can find $\hat{z} \in \hat{E}_n(\varepsilon)$ such that $\hat{z} = S^n_{0,0} \Pi \hat{z}$. Reasoning as before, we have

$$\|S^n_{\varepsilon,\delta} \hat{z} - L_{\varepsilon,\delta} \hat{z}\|_{\mathcal{H}_0} = \|S^n_{\varepsilon,\delta} \hat{z} - L_{\varepsilon,\delta} S^n_{0,0} \Pi \hat{z}\|_{\mathcal{H}_0} \leq C \Lambda_2^n (\varepsilon + \delta)^\nu.$$ 

Collecting the three above inequalities, we deduce (6), as claimed.

Without loss of generality, we now assume $\Lambda_2 \geq 1$. Then, since $\varepsilon_0 + \delta_0 < 1$, setting

$$n_0 = n_0(\varepsilon, \delta) = \frac{\nu \ln (\varepsilon + \delta)}{\alpha \ln \left(\frac{1}{2} + \kappa\right) - \ln \Lambda_2} > 0$$

and

$$\sigma = \frac{\nu \alpha \ln \left(\frac{1}{2} + \kappa\right)}{\alpha \ln \left(\frac{1}{2} + \kappa\right) - \ln \Lambda_2} \in (0, \frac{1}{2}],$$

we find the equality

$$\Lambda_2^{n_0} (\varepsilon + \delta)^\nu = \left(\frac{1}{2} + \kappa\right)^\alpha n_0 = (\varepsilon + \delta)^\sigma.$$ 

We now distinguish two cases. When $n \leq n_0(\varepsilon, \delta)$, we set $E_n(\varepsilon, \delta) = \bar{E}_n(\varepsilon, \delta)$. Thanks to (H3), (H) and the choice of $n_0(\varepsilon, \delta)$ and $\sigma$, there hold

$$\text{dist}_{\mathcal{H}_0}(E_n(\varepsilon, \delta), L_{\varepsilon,\delta} E_n) \leq C(\varepsilon + \delta)^\sigma, \quad \forall n \leq n_0(\varepsilon, \delta),$$

and

$$\text{dist}_{\mathcal{H}_0}(S^n_{\varepsilon,\delta} B_{\varepsilon}, E_n(\varepsilon, \delta)) \leq C \left(\frac{1}{2} + \kappa\right)^\alpha, \quad \forall n \leq n_0(\varepsilon, \delta).$$

For the case $n > n_0(\varepsilon, \delta)$, the sets $E_n(\varepsilon, \delta)$ are constructed by induction, paralleling the construction of $\hat{E}_n$, starting from the initial step $E_{[n_0]}(\varepsilon, \delta)$ (in particular, we ask (8) to hold for all $n$). Then, for every $n \in \mathbb{N}$, the family $E_n(\varepsilon, \delta)$ turns out to fulfill

$$E_n(\varepsilon, \delta) \subset S^n_{\varepsilon,\delta} B_{\varepsilon}, \quad S_{\varepsilon,\delta} E_n(\varepsilon, \delta) \subset E_{n+1}(\varepsilon, \delta), \quad \text{card}[E_n(\varepsilon, \delta)] \leq N_0^{n+2},$$

and

$$\text{dist}_{\mathcal{H}_0}(S^n_{\varepsilon,\delta} B_{\varepsilon}, E_n(\varepsilon, \delta)) \leq C \left(\frac{1}{2} + \kappa\right)^\alpha.$$

At this point, we define

$$\mathcal{M}^d_{\varepsilon,\delta} = \bigcup_{n \in \mathbb{N}} E_n(\varepsilon, \delta), \quad \mathcal{M}^d_{\varepsilon,\delta} = \overline{\mathcal{M}^d_{\varepsilon,\delta}} \cap \mathcal{B}_{\varepsilon}.$$ 

Thanks to (9) and (H2), it is apparent that $S_{\varepsilon,\delta} \mathcal{M}^d_{\varepsilon,\delta} \subset \mathcal{M}^d_{\varepsilon,\delta} \subset \mathcal{B}_{\varepsilon}$, and, by (11),

$$\text{dist}_{\mathcal{H}_0}(S^n_{\varepsilon,\delta} \bar{B}_{\varepsilon}, \mathcal{M}^d_{\varepsilon,\delta}) \leq C \left(\frac{1}{2} + \kappa\right)^\alpha.$$

The bound on the fractal dimension

$$\dim_{\mathcal{H}_0}[\mathcal{M}^d_{\varepsilon,\delta}] \leq C$$

is a straightforward consequence of (12). To obtain the uniform estimate

$$\text{dist}_{\mathcal{H}_0}^{\text{sym}}(\mathcal{M}^d_{\varepsilon,\delta}, L_{\varepsilon,\delta} \mathcal{M}^d_{0,0,0}) \leq C(\varepsilon + \delta)^\sigma,$$
it suffices to prove
\[
\text{dist}_{H^\sigma}(\mathcal{M}^d_{\varepsilon, \delta}, \mathcal{L}_{\varepsilon, \delta} \mathcal{M}^d_{0, 0}) \leq C(\varepsilon + \delta)^\sigma,
\]
since the other inequality follows in the same manner, and (H3) is then a consequence of the definition of \(\mathcal{M}^d_{\varepsilon, \delta}\). Hence, fix \(z \in \mathcal{M}^d_{\varepsilon, \delta}\). By definition, there exists \(n \in \mathbb{N}\) such that \(z \in E_n(\varepsilon, \delta)\). If \(n \leq n_0(\varepsilon, \delta)\), the claim immediately follows from (7). In the other case, due to (H2), \(z \in S^{[n_0]}_{\varepsilon, \delta} B_\varepsilon\), and we find \(\bar{z} \in \mathcal{B}_\varepsilon\) such that \(z = S^{[n_0]}_{\varepsilon, \delta} \bar{z}\). Therefore, from (H3) we get
\[
\|z - L_{\varepsilon, \delta} S^{[n_0]}_{0, 0} \Pi_{z} \bar{z}\|_{H^0} \leq C A_2^{[n_0]} (\varepsilon + \delta)^\sigma,
\]
where \(C \geq 1\) appears to handle the possible case \([n_0] = 0\). Moreover, in view of (4), the Hölder continuity of \(J_\delta\) and the choice of \(\sigma\),
\[
\text{dist}_{H^0}(\mathcal{L}_{\varepsilon, \delta} S^{[n_0]}_{0, 0} \Pi_{z} \bar{z}, \mathcal{L}_{\varepsilon, \delta} \mathcal{M}^d_{0, 0}) \leq C(\varepsilon + \delta)^\sigma.
\]
Collecting these two inequalities, we reach the desired conclusion.

So far, we have found a family of exponential attractors \(\mathcal{M}^d_{\varepsilon, \delta}\) for \(S_{\varepsilon, \delta}\) in \(\overline{B}_\varepsilon\) that, in addition, satisfies (11)-(13).

We are left to make the passage from the discrete to the continuous case. To this aim, define
\[
\mathcal{M}_{\varepsilon, \delta} = \bigcup_{t \in [t^*, 2t^*]} S_{\varepsilon, \delta}(t) \mathcal{M}^d_{\varepsilon, \delta}.
\]

Thanks to (H6), it is apparent that \(\mathcal{M}_{\varepsilon, \delta}\) is compact. Moreover, due to (H2) and the corresponding properties for the discrete exponential attractors, \(S_{\varepsilon, \delta}(t) \mathcal{M}_{\varepsilon, \delta} \subset \mathcal{M}_{\varepsilon, \delta} \subset \overline{B}_\varepsilon\), for any \(t \geq 0\). The exponential attraction property (T1) is obtained by (1), (11) and the uniform Lipschitz continuity of \(S_{\varepsilon, \delta}\) at any fixed time with respect to the initial data provided by (H5), whereas the control on the fractal dimension (T2) easily follows from (5), (12) and assumption (H6). Indeed,
\[
\dim_{H^0}[\mathcal{M}_{\varepsilon, \delta}] \leq \frac{1}{\delta} \dim_{H^0}\left([t^*, 2t^*] \times \mathcal{M}^d_{\varepsilon, \delta}\right) \leq \frac{1}{\delta}(1 + \dim_{H^0}[\mathcal{M}^d_{\varepsilon, \delta}]) \leq C.
\]

Finally, concerning the robustness of the family (T3), we exploit (H1), (H4) and (H5), thereby getting
\[
\|S_{\varepsilon, \delta}(t) z - L_{\varepsilon, \delta} S_{0, 0}(t) \bar{z}\|_{H^0} \leq A_3 (\varepsilon + \delta)^\gamma + C \|\Pi_{z} \bar{z} - \bar{z}\|_{H^0}, \quad \forall t \in [t^*, 2t^*],
\]
for any \(z \in \mathcal{M}^d_{\varepsilon, \delta}\) and \(\bar{z} \in \mathcal{M}^d_{0, 0}\). Then, in view of (13), we obtain
\[
\text{dist}_{H^0}(\mathcal{M}_{\varepsilon, \delta}, \mathcal{L}_{\varepsilon, \delta} \mathcal{M}_{0, 0}) \leq \sup_{t \in [t^*, 2t^*]} \sup_{z \in \mathcal{M}^d_{\varepsilon, \delta}} \inf_{s \in [t^*, 2t^*]} \inf_{\bar{z} \in \mathcal{M}^d_{0, 0}} \|S_{\varepsilon, \delta}(t) z - L_{\varepsilon, \delta} S_{0, 0}(s) \bar{z}\|_{H^0}
\]
\[
\leq \sup_{t \in [t^*, 2t^*]} \sup_{z \in \mathcal{M}^d_{\varepsilon, \delta}} \inf_{\bar{z} \in \mathcal{M}^d_{0, 0}} \|S_{\varepsilon, \delta}(t) z - L_{\varepsilon, \delta} S_{0, 0}(t) \bar{z}\|_{H^0}
\]
\[
\leq M_3 (\varepsilon + \delta)^\gamma,
\]
where \(\tau = \min\{\gamma, \alpha\sigma\}\).

4. SOME APPLICATIONS

We finally report some possible applications of the theorem to concrete examples arising from PDE. We will just focus on some already-known instances, giving some hints of how to treat the problems in this new setting. As we mentioned in the
Introduction, this technique allows us to recover all known results with less effort. Other models will be investigated within this approach in forthcoming papers.

In the sequel, let \( \Omega \subset \mathbb{R}^3 \) be a smooth domain and let \( A = -\Delta \) be the Laplace operator on \( L^2(\Omega) \) with domain \( \mathcal{D}(A) = H^2(\Omega) \cap H^1_0(\Omega) \). Then, for \( s \in \mathbb{R} \), we introduce the Hilbert spaces \( H_s = \mathcal{D}(A^{s/2}) \).

4.1. Weakly damped wave equations. For \( \varepsilon \geq 0 \), consider the equation

\[
\begin{cases}
\varepsilon u_{tt} + u_t + Au + \phi(u) = 0, \\
u(0) = u_0, \\
\varepsilon u_t(0) = \varepsilon v_1
\end{cases}
\]

in \( \Omega \times \mathbb{R}^+ \). Here, \( \phi \) is a smooth function with cubic controlled growth, satisfying some further dissipation conditions. This equation defines a strongly continuous semigroup \( \mathcal{S}_\varepsilon(t) \) on the phase-space \( H_1 \times H_0 \) (or \( H_1 \) when \( \varepsilon = 0 \)). In order to find a robust family of exponential attractors for this problem, the authors introduce in [6] the spaces

\[
\mathcal{V}_\varepsilon = \begin{cases} 
H_1 \times H_0, & \text{if } \varepsilon > 0, \\
H_1 \times H_{-1}, & \text{if } \varepsilon = 0,
\end{cases}
\]

endowed with the norms

\[
\|(u, v)\|_{\mathcal{V}_\varepsilon}^2 = \|u\|_{H_1}^2 + \varepsilon \|v\|_{H_0}^2 + \|v\|_{H_{-1}}^2.
\]

Next, they consider the infinite-dimensional submanifold \( \mathcal{E}_0 \) of \( \mathcal{V}_0 \) given by

\[
\mathcal{E}_0 = \{(u, v) : u \in H_1, v = -Au - \phi(u)\}.
\]

Then setting

\[
\mathcal{V}_\varepsilon = \begin{cases} 
\mathcal{V}_\varepsilon, & \text{if } \varepsilon > 0, \\
\mathcal{E}_0, & \text{if } \varepsilon = 0,
\end{cases}
\]

they construct the semigroups \( \Sigma_\varepsilon(t) \) on \( \mathcal{V}_\varepsilon \) as follows:

\[
\Sigma_\varepsilon(t)(u, v) = \begin{cases} 
\mathcal{S}_\varepsilon(t)(u, v), & \text{if } \varepsilon > 0, \\
(S_0(t)u, -AS_0(t)u - \phi(S_0(t)u)), & \text{if } \varepsilon = 0.
\end{cases}
\]

Finally, starting from a more regular subset \( \mathcal{C}_\varepsilon \) of \( \mathcal{V}_\varepsilon \), they show that there exists a family of exponential attractors for these new semigroups \( \Sigma_\varepsilon(t) \) on \( \mathcal{C}_\varepsilon \), which is robust with respect to the limit \( \varepsilon \to 0 \).

A similar result holds for a singular nonlinearity \( \phi \in C^3(-1, 1) \) satisfying \( \phi(0) = 0, \lim_{x \to \pm 1} \phi(x) = \pm \infty, \) and \( \lim_{x \to \pm 1} \phi'(x) = +\infty \) (see [8]).

In our setting, the result can be recovered putting

\[
X^0 = H_1, \quad X^1 = H_2, \quad X^2 = H_3, \quad Y^0 = H_0, \quad Y^1 = H_1, \quad Y^2 = H_2.
\]

The map \( J_0 \) (\( \delta_0 = 0 \) in that case) is given by

\[
J_0(u) = -Au - \phi(u).
\]

Then (H1)–(H6) are verified, with \( \alpha = \beta = \gamma = \frac{1}{2} \) and \( \theta = 1 \).

It should be noted that the idea of [6, 8], loosely speaking, is to “lift” the whole limiting problem. Conversely, in our approach, we work in the natural spaces, and we just lift the exponential attractor of the limiting equation.
4.2. Cahn-Hilliard type equations. The following hyperbolic relaxation of the viscous Cahn-Hilliard equation in $\Omega \times \mathbb{R}^+$ has been considered in [7]:

\[
\begin{aligned}
\varepsilon u_{tt} + u_t + A(Au + \phi(u) + \delta u_t) &= 0, \\
u(0) &= u_0, \\
\varepsilon u_t(0) &= \varepsilon u_1.
\end{aligned}
\]

Here, $\varepsilon \geq 0$, $\delta \geq \varepsilon$, and $\phi$ is as in Section 4.1. This equation is shown to generate a strongly continuous semigroup on the phase-space $H_2 \times H_0$ (or $H_2$ when $\varepsilon = 0$).

Again, there exists a family of exponential attractors which is robust with respect to the limit $\delta \to 0$ (which forces $\varepsilon \to 0$). The procedure to get the result is similar to the one used in Section 4.1, although more complicated, due to the presence of two parameters. We address the reader to [7] for more details.

With our method, we find the same result by setting

\[
X^0 = H_2, \quad X^1 = H_3, \quad X^2 = H_6, \quad Y^0 = H_0, \quad Y^1 = H_1, \quad Y^2 = H_4.
\]

The map $J_\delta$ is given by

\[
J_\delta(u) = -(I + \delta A)^{-1}A(Au + \phi(u)).
\]

Then (H1)–(H6) are verified, with $\alpha = \beta = \gamma = \vartheta = 1$ and $\vartheta = 1$.

It is worth noting that the map $J_\delta$ is dictated by the equation, as well as the map $J_0$ of the previous example. So, the only arbitrariness is the correct choice of the spaces $X^1$, $X^2$, $Y^1$ and $Y^2$. However, this is suggested by the requirement that (H1) and (H2) hold.
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