## A NOTE ON HILBERT'S OPERATOR

H. KOBER

The transformation
(1) $\mathfrak{S} f=\frac{1}{\pi} P V \int_{-\infty}^{\infty} \frac{f(t)}{t-x} d t=\frac{1}{\pi} \lim _{\epsilon \rightarrow 0} \int_{\epsilon}^{\infty} \frac{d t}{t}\{f(x+t)-f(x-t)\}$
is well known to have the following properties:
Lemma 1. ${ }^{1}$ When $1<p<\infty$, then $\mathfrak{S} f$ is a continuous (bounded) linear transformation with both domain and range $L_{p}(-\infty, \infty)$, and $\mathfrak{S}^{2} f=-f$.

Lemma 2. ${ }^{2}$ When $f(t) \in L_{1}(-\infty, \infty)$, then $\mathfrak{G}$ f exists for almost all $x$ in $(-\infty, \infty)$, but does not necessarily belong to $L_{1}(a, b)$, where $a, b$ are arbitrary numbers $(-\infty \leqq a<b \leqq \infty) ;$ however $\left(1+x^{2}\right)^{-1} \mid \mathfrak{S} f_{\mid}^{\prime} \in \in L_{1}(-\infty, \infty)$ when $0<q<1$. When $f$ and $\mathfrak{G f}$ belong to $L_{1}(-\infty, \infty)$, then $\mathfrak{S}^{2} f=-f$.

The case $p=1$ appears to present the greatest difficulties. In the present note I shall deal with the set of elements $f(t) \in L_{1}(-\infty, \infty)$ for which $\mathfrak{S} f \in L_{1}(-\infty, \infty)$. In consequence of the lemmas, in this set or in $L_{p}(-\infty, \infty)(1<p<\infty), \mathfrak{G} f$ has no characteristic values other than $\pm i$. We shall start from the sets of characteristic functions and, incidentally, from the class $\mathfrak{S}_{p}$, the theory of which has been developed by E. Hille and J. D. Tamarkin ; $\mathfrak{S}_{p}$ is the set of functions $F(z)(z=x+i y)$ which, for $y>0$, are regular and satisfy the inequality

$$
\begin{equation*}
\int_{-\infty}^{\infty}|F(x+i y)|^{p} d x \leqq M^{p} \quad \text { or } \quad|F(z)| \leqq M \tag{2}
\end{equation*}
$$

for $0<p<\infty$ or $p=\infty$, respectively, where $M$ depends on $F$ and $p$ only. ${ }^{3}$ By $\Omega_{p}$ we denote the corresponding class defined for $y<0$, and by $F(t), G(t)$ the limit-functions ${ }^{3}(y \rightarrow 0 ; x=t)$ of elements $F(z) \in \mathfrak{S}_{p}$, $G(z) \in \Re_{p}$. By $\mathfrak{S}_{p}{ }^{\prime}$ and $\Re_{p}{ }^{\prime}$, respectively, we denote the two sets of those limit-functions, and by $\mathfrak{S}_{p}^{\prime} \dot{+} \mathfrak{\Omega}_{p}^{\prime}$ the smallest linear manifold

[^0]containing both $\mathfrak{S}_{p}{ }^{\prime}$ and $\mathscr{\Omega}_{p}^{\prime}$. Obviously an element $f(t)$ belongs to $\mathfrak{S}_{p}^{\prime}+\mathfrak{R}_{p}^{\prime}$ if and only if it can be represented in the form
\[

$$
\begin{equation*}
f(t)=F(t)+G(t)=F(t)+\bar{F}_{1}(t), \quad F \in \mathfrak{S}_{p}^{\prime}, F_{1} \in \mathfrak{S}_{p}^{\prime}, G \in \Re_{p}^{\prime} \tag{3}
\end{equation*}
$$

\] and this representation is unique, except for a constant when $p=\infty$.

Theorem 1 (b), as yet unpublished, is due to H. R. Pitt, Aberdeen, to whom I am greatly indebted.

We obtain the following results:
Lemma 3. Let $1 \leqq p \leqq \infty$; let the norm of an element $\phi(z)$ belonging to $\mathfrak{S}_{p}$ or $\Re_{p}$ be defined by

$$
\begin{equation*}
|\phi(t)|_{p}=\left\{\int_{-\infty}^{\infty}|\phi(t)|^{p} d t\right\}^{1 / p} \text { or }|\phi(t)|_{p}=\underset{-\infty<t<\infty}{\text { ess.u.b. }}|\phi(t)| \tag{4}
\end{equation*}
$$

for $1 \leqq p<\infty$ or $p=\infty$, respectively. Then $\mathfrak{S}_{p}$ and $\Omega_{p}$ are complete normed linear spaces, that is to say, $(B)$ spaces in the terminology of Banach.

Theorem 1. Let $f(t) \in L_{1}(-\infty, \infty)$. (a) A necessary condition that $\mathfrak{\varrho} f \in L_{1}(-\infty, \infty)$ is

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(t) d t=0 \tag{5}
\end{equation*}
$$

(b) (Pitt's theorem.) The condition is not sufficient.

Theorem 2. (a) A necessary and sufficient condition that both $f$ and $\mathfrak{G f}$ belong to $L_{1}(-\infty, \infty)$ is that $f$ belongs to $\mathfrak{S}_{1}^{\prime}+\Omega_{1}^{\prime}$. (b) With domain $\mathfrak{S}_{1}^{\prime}+\Omega_{1}^{\prime}, \mathfrak{F}$ f is a linear closed ${ }^{4}$ unbounded transformation in $L_{1}(-\infty, \infty)$.

Theorem 3. The set $\mathfrak{S}_{1}^{\prime}+\Omega_{1}^{\prime}$ is a non-closed subspace of $L_{1}$ and is nowhere dense in $L_{1}$. Its closure is the subset of $L_{1}$ satisfying (5).

We note that, by Lemma 1 and by the argument which will be employed in the proof of Theorem 2(a), $\mathfrak{S}_{p}^{\prime} \dot{+} \Omega_{p}^{\prime}=L_{p}$ for $1<p<\infty$.

We shall now give the proofs of the above results; some examples will be given at the end of this paper.

Proof of Lemma 3. We need only show that the space $\mathfrak{S}_{p}$ is complete. Let $\left\{F_{n}(z)\right\} \in \mathfrak{S}_{p}, n=1,2, \cdots$, be a sequence satisfying the condition of convergence $\left|F_{n}(t)-F_{m}(t)\right|_{p} \rightarrow 0(m>n \rightarrow \infty)$. Then there exists an element $F(t) \in L_{p}$ such that $\left|F(t)-F_{n}(t)\right|_{p} \rightarrow 0$ as $n \rightarrow \infty$; we have to show that $F(t)$ is the limit-function of an element $\varphi(z) \in \mathfrak{S}_{p}$.

[^1]By a result due to Hille and Tamarkin, ${ }^{5} F_{n}(z)$ is represented by its "proper Poisson integral"

$$
\begin{align*}
F_{n}(z)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y F_{n}(t) d t}{(t-x)^{2}+y^{2}}=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y F_{n}(t+x)}{t^{2}+y^{2}} d t  \tag{6}\\
z=x+i y ; y \rightarrow 0
\end{align*}
$$

Let

$$
\begin{equation*}
\varphi(z)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y F(t+x)}{t^{2}+y^{2}} d t \tag{7}
\end{equation*}
$$

For $y \geqq \epsilon>0$, by Hölder's theorem, we have uniformly

$$
\begin{equation*}
\left|\varphi(z)-F_{n}(z)\right| \leqq \pi^{-1} \epsilon^{-1 / p}\left|\left(t^{2}+1\right)^{-1}\right|_{p^{\prime}}\left|F(t)-F_{n}(t)\right|_{p} \rightarrow 0 \tag{8}
\end{equation*}
$$

as $n \rightarrow \infty$, where $1 / p+1 / p^{\prime}=1$. Hence $\varphi(z)$ is a regular function for $y>0$, and it is obviously bounded when $p=\infty$.

Now let $1 \leqq p<\infty$. By a well known convexity theorem,

$$
\begin{align*}
\int_{-\infty}^{\infty}|\varphi(x+i y)|^{p} d x & \leqq \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y d t}{t^{2}+y^{2}} \int_{-\infty}^{\infty}|F(t+x)|^{p} d x \\
& =\int_{-\infty}^{\infty}|F(x)|^{p} d x \tag{9}
\end{align*}
$$

Thus $\varphi(z) \in \mathfrak{F}_{p}$. By the same argument and by Fatou's theorem,

$$
\begin{aligned}
\left|\varphi(t)-F_{n}(t)\right|_{p} & \leqq \liminf _{y \rightarrow 0}\left\{\int_{-\infty}^{\infty}\left|\varphi(z)-F_{n}(z)\right|^{p} d x\right\}^{1 / p} \\
& \leqq\left|F(t)-F_{n}(t)\right|_{p} \rightarrow 0
\end{aligned}
$$

By (8), the result holds for $p=\infty$. Therefore $F(t) \equiv \varphi(t)$, which completes the proof.

To prove Theorem 2(a) we require a result which we deduce from theorems by Hille and Tamarkin:

Lemma 4. A necessary and sufficient condition that $f(t)$ belongs to $L_{p}(-\infty, \infty)(1 \leqq p<\infty)$ and that $\mathfrak{G} f=$ if or $\mathfrak{G} f=-$ if is that $f(t)$ belongs to $\mathfrak{S}_{p}^{\prime}$ or $\Re_{p}^{\prime}$, respectively.

Let $f(t) \in \mathscr{S}_{p}^{\prime}$ and $f(t)=\varphi(t)+i \psi(t)$. Since $f(t)$ is the limit-function $(y \rightarrow 0, x=t)$ of an element $F(z) \in \mathfrak{S}_{p}$, and since $F(z)$ is represented by its proper Poisson integral, we have ${ }^{6} \psi(x)=-\mathfrak{y} \varphi$ and, by Lemmas 1

[^2]and $2, \varphi(x)=\mathfrak{S} \psi$; therefore $\mathfrak{S} f=\mathfrak{S}(\varphi+i \psi)=-\psi+i \varphi=i f$. Conversely, let $f(t) \in L_{p}$ and $\mathfrak{S} f=i f$. For $y>0$, the function
$$
F(z)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{f(t)}{t-z} d t
$$
is regular and representable by its proper Poisson integral, and its limit function is $(1 / 2)\{f(x)-i \mathfrak{G} f\}=(1 / 2)(f(x)+f(x))=f(x) .{ }^{6}$ Hence $F(z) \in \mathfrak{S}_{p}$, and so $f(t) \in \mathfrak{S}_{p}{ }^{\prime}$, which proves the lemma.

Proof of Theorem 2(a). Let $f \in L_{1}$ and $\mathfrak{F} f \in L_{1}$, then the functions

$$
F=(1 / 2)(f-i \mathfrak{S} f), \quad G=(1 / 2)(f+i \mathfrak{\varrho} f)
$$

belong to $L_{1}$; by Lemma $2, \mathfrak{S}^{2} f=-f$, and so $\mathfrak{S} F=i F, \mathfrak{S} G=-i G$. By Lemma 4, we have $F \in \mathfrak{S}_{1}^{\prime}, G \in \Omega_{1}^{\prime}$, and so $f=F+G \in \mathscr{W}_{1}^{\prime} \dot{+} \Omega_{1}^{\prime}$.

Conversely, let $f \in \mathfrak{W}_{1}^{\prime}+\Omega_{1}^{\prime}$. Then, by (3) with $p=1$, and by Lemma 4,

$$
\mathfrak{S} f=\mathfrak{S} F+\mathfrak{S} G=i(F-G) \in L_{1}(-\infty, \infty),
$$

which proves Theorem 2(a). Part (b) will be proved after Theorem 3.
To prove Theorem 1, we need a further result due to Hille and Tamarkin. ${ }^{7}$

Lemma 5. Let $1 \leqq p<\infty$, Let $\phi(t)$ belong to $L_{p}$ and possess a Fourier transform $\psi(x)$,

$$
\psi(x)=(2 \pi)^{-1 / 2} \underset{N \rightarrow \infty}{\operatorname{li.i.m.~index~} p^{\prime}} \int_{-N}^{N} \phi(t) e^{-i t x} d t, \quad 1 / p+1 / p^{\prime}=1
$$

Then $\phi(t) \in \mathfrak{S}_{p}{ }_{p}^{\prime}$ or $\Omega_{p}{ }_{p}$ if and only if $\psi(x)$ vanishes in $(-\infty, 0)$ or in $(0, \infty)$, respectively.

For completeness we add the following result:
Lemma 5'. Let $2<p<\infty$ and let $\phi(t)$ belong to $L_{p}$ and have no Fourier transform in $L_{p^{\prime}}$. Then $\phi(t) \in \mathfrak{S}_{p}{ }^{\prime}$ or $\Omega_{p}^{\prime}$ if and only if there is a sequence $\left\{\phi_{n}(t)\right\}$ belonging to $\mathfrak{S}_{p}{ }^{\prime}$ or $\Re_{p}^{\prime}$ and satisfying the hypotheses of Lemma 5 and such that $\left|\boldsymbol{\phi}(t)-\phi_{n}(t)\right|_{p} \rightarrow 0$ as $n \rightarrow \infty .{ }^{8}$

[^3]By Theorem 2 and Lemma 5, $f(t)$ can be represented as the sum of two functions $F(t), G(t)$ belonging to $L_{1}$ and such that their Fourier transforms $\varphi(x), \psi(x)$ vanish for $x<0$ or $x>0$, respectively. By continuity, they also vanish at $x=0$; so does the Fourier transform of $f(t)$, which gives (5). For the Fourier transform of an element $F(t) \in L_{1}$ is continuous in $(-\infty, \infty)$.

To prove Theorem 1(b), take $f_{1}(t)=t^{-1} \log ^{-2} t$ and $f_{2}=2 / \log 2$ in $(0,1 / 2), f_{1}(t)=f_{2}(t)=0$ otherwise. Let $f(t)=f_{1}(t)-f_{2}(t)$, then obviously $f(t)$ belongs to $L_{1}(-\infty, \infty)$ and satisfies (5). But $\mathfrak{S} f$ does not belong to $L_{1}(-\infty, \infty)$, since

$$
\begin{gathered}
\int_{-1 / 2}^{0}\left|\mathfrak{S} f_{1}\right| d x=\infty, \\
\int_{-1 / 2}^{0}\left|\mathfrak{S} f_{2}\right| d x=\frac{2}{\pi \log 2} \int_{-1 / 2}^{0}|\log | 1-\frac{1}{2 x}| | d x<\infty .
\end{gathered}
$$

For, in ( $0,1 / 2$ ), we have

$$
\begin{aligned}
\mathfrak{S}\left[f_{1} ;-x\right] & =\frac{1}{\pi} \int_{0}^{1 / 2} \frac{\log ^{-2} t d t}{(x+t) t} \geqq \frac{1}{\pi} \int_{0}^{x} \frac{\log ^{-2} t d t}{(x+t) t} \\
& \geqq \frac{1}{\pi} \int_{0}^{x} \frac{\log ^{-2} t d t}{2 x t}=\frac{1}{2 \pi x|\log x|}
\end{aligned}
$$

hence $\mathfrak{S} f_{1}$ does not belong to $L_{1}(-1 / 2,0)$, which proves the theorem.
Proof of Theorem 3. Let $E$ be the subset of $L_{1}$ satisfying (5). By Theorems 1 and $2, \mathscr{S}_{1}^{\prime}+\Omega_{1}^{\prime}$ is a subset of $E$ and different from $E$. It is easy to see that $E$ is closed in $L_{1}$. We are left to show that $E$ is the closure of $\mathfrak{S}_{1}^{\prime} \dot{+} \Omega_{1}^{\prime}$.

Let $f(t)$ be a step-function belonging to $E$. Denoting by $\mathfrak{e}(t)$ the step-function which is equal to 1 in $(0,1)$ and to zero otherwise, we can represent $f(t)$ by a finite sum $\sum a_{n} \mathrm{e}\left(t / b_{n}\right)\left(b_{n} \lessgtr 0, a_{n}\right.$ complex). By (5), $\sum a_{n}\left|b_{n}\right|=0$, and so

$$
\pi \mathfrak{S} f=\sum a_{n}\left(\log \left|1-\frac{b_{n}}{x}\right|\right) \operatorname{sgn} b_{n}=O\left(x^{-2}\right), \quad x \rightarrow \pm \infty
$$

Hence $\mathfrak{S} f \in L_{1}, f \in \mathscr{S}_{1}^{\prime} \dot{+} \Re_{1}^{\prime}$. We can now approximate to any $f(t) \in E$ by a sequence $\left\{f_{n}(t)\right\}(n=1,2, \cdots)$ of step-functions belonging to $\mathfrak{S}_{1}^{\prime}+\Omega_{1}^{\prime}$. Let $f(t)$ satisfy (5), and let $\left\{g_{n}(t)\right\}$ be a sequence of stepfunctions such that $\left|f(t)-g_{n}(t)\right| 1 \rightarrow 0$ as $n \rightarrow \infty$. Take

$$
f_{n}(t)=g_{n}(t)-e(t) \int_{-\infty}^{\infty} g_{n}(\xi) d \xi, \quad n=1,2, \cdots
$$

Then $f_{n}(t)$ is a step-function, $f_{n}(t)$ satisfies (5); therefore $f_{n} \in \mathfrak{S}_{1}^{\prime} \dot{\not} \Omega_{1}^{\prime}$. Finally, by (5), we have

$$
\begin{aligned}
\left|f-f_{n}\right|_{1} & =\left|f-g_{n}-e \int_{-\infty}^{\infty}\left\{f(\xi)-g_{n}(\xi)\right\} d \xi\right|_{1} \\
& \leqq\left|f-g_{n}\right|_{1}+\left|\int_{-\infty}^{\infty}\left\{f(\xi)-g_{n}(\xi)\right\} d \xi\right| \leqq 2\left|f-g_{n}\right|_{1}
\end{aligned}
$$

which tends to zero as $n \rightarrow \infty$. Thus $E$ is the closure of $\mathfrak{W}_{1}^{\prime} \dot{+} \Omega_{1}^{\prime}$.
The set $E$ is nowhere dense in $L_{1}$. For when $f \in L_{1}$, then, given $\epsilon>0$, any element $g(t)=f(t)+\delta e(t) \quad(0<|\delta|<\epsilon)$ belongs to the sphere $|g-f|_{1}<\epsilon$, while $g$ does not belong to $E$; when $f$ belongs to $L_{1}$ but not to $E$, then no element $g$ of the sphere $|g-f|_{1}<\left|\int f(t) d t\right|$ belongs to $E$. Thus we have proved the theorem.

Proof of Theorem 2(b). In the domain $\mathfrak{S}_{1}^{\prime} \dot{\neq \Omega_{1}^{\prime} \text {, by Lemma 2, we }}$ have $i \mathfrak{S}(i \mathscr{S} f)=f$; hence $i \mathscr{S} f$ is involutory. By Lemma 3, both $\mathfrak{S}_{1}^{\prime}$ and $\Omega_{1}^{\prime}$ are closed spaces in $L_{1}$. Therefore $i \mathfrak{g} f$, and therefore $\mathfrak{g} f$, is closed; for a linear involutory transformation in a ( $B$ ) space is closed if and only if the spaces of the characteristic functions are closed. ${ }^{9}$ By Theorem $3, \mathscr{S}_{1}^{\prime}+\Omega_{1}^{\prime}$ is not closed. Therefore $\mathfrak{S} f$ is not bounded in this domain; for a linear closed transformation in a ( $B$ ) space is continuous if and only if its domain is closed. ${ }^{10}$ Thus we have proved the theorem.

The following are examples for the case $f \in L_{1}(-\infty, \infty), \mathfrak{W} f$ $\in L_{1}(-\infty, \infty)$. We may start from Lemma $4,{ }^{11}$ but it is easier to make use of Theorem 2.
(1) Let $T_{1}(z)$ or $T_{2}(z)$ be polynomials of degree $\alpha>0$ or $\beta>0$ and such that they have no zeros for $y \geqq 0$ or $y \leqq 0$, respectively; let $a, b$ be any numbers such that $-\infty<a<-1 / \alpha,-\infty<b<-1 / \beta$. Then, on a suitable Riemann surface, any branch of $\left\{T_{1}(z)\right\}^{a}(y>0)$ or $\left\{T_{2}(z)\right\}^{b}$ $(y<0)$ belongs to $\mathfrak{S}_{1}$ or $\Re_{1}$, respectively. When $f(t)=\left\{T_{1}(t)\right\}^{a}$ $+\left\{T_{2}(t)\right\}^{b}$, by Lemma 4, we have $\mathfrak{S} f=i\left\{T_{1}(x)\right\}^{a}-i\left\{T_{2}(x)\right\}^{b} \in L_{1}$.
(2) Let $\varphi_{1}(z)=(1-\cos \alpha z) z^{-2}, \varphi_{2}(z)=\{\sin \alpha z-2 \sin (\alpha z / 2)\} z^{-2}, \alpha>0$, and let $f(t)=A \varphi_{1}(t) e^{i \alpha t}+B \varphi_{2}(t) e^{-i \alpha t}$; then $\mathfrak{\varrho} f=i A \varphi_{1}(x) e^{i \alpha x}-i B \varphi_{2}(x)^{-i \alpha x}$, and $f \in L_{1}, \mathfrak{S} f \in L_{1}$. It can be shown that this result holds when $\varphi_{j}(z)(j=1,2)$ are integral functions such that $\varphi_{j}(t) \in L_{1}$ and that, for any $\epsilon>0,\left|\varphi_{j}(z)\right|<K_{\epsilon} \exp \{(\alpha+\epsilon)|z|\}$; in this way we can construct

[^4]all integral functions $f(z)$ satisfying the conditions $f(t) \in L_{1}, \mathfrak{G} f \in L_{1}$, $|f(z)|<K_{f, \epsilon} \exp \{(2 \alpha+\epsilon)|z|\}$. The proof is based upon a result due to Plancherel and Pólya. ${ }^{12}$

The University,
Edgbaston, Birmingham, England
${ }^{32}$ Commentarii Mathematici Helvetici, vol. 10 (1937-1938), pp. 110-163, §27.

## THE BEHAVIOR OF CERTAIN STIELTJES CONTINUED FRACTIONS NEAR THE SINGULAR LINE

H. S. WALL

1. Introduction. We consider here continued fractions of the form ${ }^{1}$

$$
\begin{equation*}
f(z)=\frac{g_{0}}{1}+\frac{g_{1} z}{1}+\frac{\left(1-g_{1}\right) g_{2} z}{1}+\frac{\left(1-g_{2}\right) g_{3} z}{1}+\cdots \tag{1.1}
\end{equation*}
$$

in which $g_{0} \geqq 0,0 \leqq g_{n} \leqq 1,(n=1,2,3, \cdots)$, it being agreed that the continued fraction shall terminate in case some partial numerator vanishes identically. There exists a monotone non-decreasing function $\phi(u), 0 \leqq u \leqq 1$, such that

$$
\begin{equation*}
f(z)=\int_{0}^{1} \frac{d \phi(u)}{1+z u} \tag{1.2}
\end{equation*}
$$

and, conversely, every integral of this form is representable by such a continued fraction. Put $M(f)=1$.u.b. $|z|<1|f(z)|$. Then $M(f) \leqq 1$ if and only if the continued fraction can be written in the form

$$
\begin{equation*}
f(z)=\frac{h_{1}}{1}+\frac{\left(1-h_{1}\right) h_{2} z}{1}+\frac{\left(1-h_{2}\right) h_{3} z}{1}+\cdots \tag{1.3}
\end{equation*}
$$

in which $0 \leqq h_{n} \leqq 1,(n=1,2,3, \cdots)$. These functions are analytic in the interior of the $z$-plane cut along the real axis from $z=-1$ to $z=-\infty$.

The principal object of this paper is to prove the following theorem:
Theorem 1.1. If $0<h_{n}<1,(n=1,2,3, \cdots)$, and $h_{n} \rightarrow 1 / 2$ in such $a$ way that the series $\sum\left|h_{n}-1 / 2\right|$ converges, then the function $f(z)$ given
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