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We use the Kullback-Leibler Divergence measure of dissimilarity to construct a mean (average). We call this the Infor-

mation Theoretic Mean, ITM for short. This mean has some interesting properties not seen in the standard arithmetic

mean. This ITM induces its own dissimilarity measure. (Received September 14, 2004)
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